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Abstract

Among the versatile forms of dynamical patterns of activity exhibited by the brain, oscillations are one of the most salient and extensively studied, yet are still far from being well understood. In this paper, we provide various structural characterizations of the existence of oscillatory behavior in neural networks using a classical neural mass model of mesoscale brain activity called linear-threshold dynamics. Exploiting the switched-affine nature of this dynamics, we obtain various necessary and/or sufficient conditions on the network structure and its external input for the existence of oscillations in (i) two-dimensional excitatory-inhibitory networks (E-I pairs), (ii) networks with one inhibitory but arbitrary number of excitatory nodes, (iii) purely inhibitory networks with an arbitrary number of nodes, and (iv) networks of E-I pairs. Throughout our treatment, and given the arbitrary dimensionality of the considered dynamics, we rely on the lack of stable equilibria as a system-based proxy for the existence of oscillations, and provide extensive numerical results to support its tight relationship with the more standard, signal-based definition of oscillations in computational neuroscience.

1 Introduction

Oscillations are among some of the first forms of neuronal activity to be discovered in the human brain, thanks particularly to the invention of electroencephalogram (EEG) nearly a century ago [3]. Thanks to their conceptual simplicity, prominence, and unmistakable correlation with various neurocognitive processes, oscillations have since been the subject of significant research from experimental and computational perspectives in neuroscience [9, 13, 20, 30, 44, 58]. Nevertheless, the precise mechanisms by which oscillations are generated are still not understood. In this work, we seek to shed light on this challenging problem using an analytical, system-theoretic approach and the linear-threshold mean-field model of neuronal dynamics. Our results constitute some of the first rigorous characterizations of the existence of oscillations in these networks, spanning various network architectures from simple, two-dimensional networks to arbitrarily complex interconnections of them.

\textbf{Literature Review:} Oscillations have been the subject of extensive research in the neuroscience literature, see, e.g., [9, 13, 20, 30, 44, 58], often from solely experimental and/or numerical perspectives. In comparison, analytical characterizations of oscillations have remained far behind, even though they can enable a more precise understanding of the role that different network components and their interconnections have in the appearance of oscillations, with potential implications for the study of abnormal behavior (e.g., epilepsy, Parkinson), information transmission, medical interventions, and beyond. Among analytical studies, the Wilson-Cowan model [61] has played a special role owing to its minimal architecture and richness of non-trivial dynamics at the same time. Nevertheless, analytical characterization of structural conditions giving rise to oscillations even in the Wilson-Cowan model has not moved beyond partial results [2, 4, 38, 43], mainly due to the intractability of the sigmoidal nonlinearity in the standard model. This has motivated the study of variants of the sigmoidal activation function, such as linear-threshold models. Analytical results have been developed in [11] for the Wilson-Cowan model with bounded linear-threshold activation functions, but only under a number of unrealistic assumptions (notably, the violation of Dale’s law, excluding interaction terms inside the nonlinear activation functions, and a chain network topology). Similar to neural mass models with sigmoidal nonlinearities, models with linear-threshold activation functions\footnote{\textsuperscript{1} not to be confused with binary networks subject to linear integration and thresholding, such as the Hopfield network [24].} also exhibit rich nonlinear phenomena including multistability, limit cycles, chaos, and bifurcations, see e.g., [12, 39]. In our previous work, we characterized the existence and uniqueness of equilibria and asymptotic stability in linear-threshold networks with arbitrary topologies [42] and also provided sufficient and necessary conditions for the existence of oscillations in two-dimensional excitatory-inhibitory networks and their networked excitatory-coupled interconnection [41]. Among other contributions, the present work extends this characterization to the existence of oscillations in excitatory-inhibitory networks with arbitrary number of excitatory nodes and networks of two-dimensional oscillators with more realistic, excitatory-to-all inter-oscillator connections.

\textsuperscript{*} A preliminary version of this paper appeared at the 2019 American Control Conference as [41]. During the preparation of the bulk of this work, E. Nozari and R. Planas were affiliated with the University of California, San Diego.
Oscillations have also been studied extensively using bifurcation theory (particularly the Hopf bifurcation), see e.g., [6, 19, 22, 29, 43, 49, 51, 59] and references therein. However, a fundamental limitation of these works, and a major difference with the approach here, is the univariate nature of the former. In other words, bifurcation analysis is often conducted by fixing all (of the numerous) network parameters and studying the effect of varying one or two parameters at a time. In contrast, our global analysis provides a complete characterization of the set of all parameters that give rise to oscillations, a set whose boundaries consist of bifurcation points. Significant research has been conducted, in the controls and neuroscience communities alike, to characterize oscillatory dynamics using models of phase oscillators, the most notable of which being the Kuramoto model, see [5, 37] and references therein. However, while the Kuramoto model has the advantage of having a smaller (half) state dimension, and references therein. However, while the Kuramoto model has the advantage of having a smaller (half) state dimension, it is only a valid approximation to the Wilson-Cowan model in the weakly coupled regime [25, 50], where interconnected oscillators primarily affect each other’s phase dynamics and their amplitude dynamics can be neglected. Moving beyond the weakly coupled regime, amplitude dynamics, particularly saturations and phase-amplitude coupling [26, 43], become critical [18] and more complex models, such as the full Wilson-Cowan model are required.

Statement of Contributions: Our main contributions are fourfold, and consist of conditions on the structure of linear-threshold networks and their inputs that are necessary and/or sufficient to guarantee the lack of stable equilibria (LoSE). Since conditions for the existence of limit cycles in systems with higher than two dimensions are unknown in general, we use LoSE (which constitutes the main condition in the Poincaré-Bendixon theory for existence of limit cycles in planar systems) as a proxy for the existence of oscillations. First, motivated by the higher abundance and versatility of excitatory neurons in the mammalian cortex, we provide a necessary and sufficient condition for LoSE in networks with a single inhibitory but arbitrary excitatory nodes. We also describe two important consequences of this result, including a simple, intuitive, and exact characterization of limit cycles in the Wilson-Cowan model with linear-threshold nonlinearity, as well as the fact that purely excitatory networks always have stable equilibria. Second, purely inhibitory networks have long been known to be able to generate oscillations, and are often believed to play a central role in cortical oscillations in the brain. Our second contribution consists of an extensive study of LoSE in such networks, where we provide structural necessary conditions on the synaptic connectivity matrix for LoSE for arbitrary inhibitory networks and a full characterization of LoSE for pairwise unstable ones. For the latter case, we provide a graph-theoretic interpretation for the existence of inputs that induce oscillations in terms of the presence of special cycles we term valid in the complete graph whose weights are defined in terms of the synaptic weight matrix. Next, we study oscillations in networks of multiple brain regions, each modeled by a simple Wilson-Cowan oscillator. Our third contribution consists of exact, necessary and sufficient conditions for LoSE in such networks, when they are coupled either only through their excitatory nodes or via both excitatory-to-excitatory and excitatory-to-inhibitory connections. Finally, we provide extensive numerical evidence that LoSE is indeed a near necessary and sufficient system-based proxy for the existence of oscillations, when the latter is often defined based on the power spectral density of the system’s trajectories. Together, our results provide the first rigorous characterization of the existence of oscillations in linear-threshold networks with several different classes of network architectures, along with the introduction of a novel proxy for oscillatory systems, whose relevance is of independent interest for the study of arbitrary dynamical systems.

2 Problem Formulation

Consider a neuronal network composed of a large number of neurons that communicate via sequences of spikes. Grouping together neurons with similar firing rates, under standard assumptions (see, e.g., [15, Ch 7]), the mean-field dynamics of the network can be described by the linear-threshold model

$$\tau \dot{x}(t) = -x(t) + [Wx(t) + u^m_0], \quad x(0) \in [0, m],$$

where $x \in \mathbb{R}^N$ is the state vector with $x_i$ denoting the average firing rate of the $i$th neuronal population, $W \in \mathbb{R}^{N \times N}$ is the matrix of average synaptic connectivities, $u \in \mathbb{R}^N$ is the vector of average external (background) inputs to the populations, $m \in \mathbb{R}_{>0}$ is the vector of average maximum firing rates, and $\tau > 0$ is the network time constant. Note that all solutions are bounded as $|x|_m$ is invariant under (1).

Our previous work [42] characterized the existence and uniqueness of equilibria and asymptotic stability for a variant of (1) with unbounded activation function ($m = \infty \cdot 1_N$), and these results are readily extensible to arbitrary finite $m$. However, the existence of oscillations in linear-threshold dynamics is not as well understood. Further, brain networks often contain interconnections of multiple coupled oscillators, and our understanding is even smaller about the oscillatory behavior of interconnections of (1). Our goal is to characterize the relationship between network structure and the oscillatory behavior observed in linear-threshold dynamics modeling brain networks.

Problem 1: We seek to answer the following questions for the bounded linear-threshold network dynamics (1):

(i) What are neural oscillations? That is, what is an objective definition of oscillatory signals and oscillatory systems?

(ii) What network structures give rise to oscillations?

Throughout the paper, we employ the following notation. $\mathbb{R}$, $\mathbb{R}_{>0}$, and $\mathbb{R}_{\geq 0}$ denote the set of reals, positive reals, and nonnegative reals, respectively. Bold-faced letters are used for vectors and matrices. $1_n$, $0_n$, $0_{n \times n}$, and $I_n$ stand for the $n$-vector of all ones, the $n$-vector of all zeros, the $m$-by-$n$ zero matrix, and the identity $n$-by-$n$ matrix (we omit the subscripts when clear from the context). Given a vector $x$, $x_i = (x)_i$ is its $i$th component. Likewise, $A_{ij}$ refers to the $(i,j)$th entry of a matrix $A$. For block-partitioned $x$, $x_i$ refers to the $i$th block of $x$. For a vector $\sigma’ \in \{0, 1\}^n$ and an index $i \in \{1, \ldots, n\}$, we say $i \in \sigma’$ if $\sigma’_i = 1$ and $i \notin \sigma’$ if $\sigma’_i = 0$. Further, for a (row/column) vector $x$, $x_{i'}$ is its subvector composed of $x_i$, $i \in \sigma’$ and for a matrix $a$, $a_{i’}$ is a row vector composed of $a_{i’}$. Likewise, $a_{i’}$ is the $i$th row of $a$ and $a_{i’}$ is the submatrix of $a$ in $\sigma’$. For $x \in \mathbb{R}$, $|x|^\pm = \max\{x, 0\}$ and $|x|^m_0 = \min\{x, 0\}$, which is extended entry-wise to $[x]^\pm$ and $[x]^m_0$. Given a vector $m \in \mathbb{R}_{\geq 0}^m$, $[m]_0$ is its cardinality and complement. In block representation of vectors and matrices, we use compact notations $[A, B]$, $[A, B]$, and diag$(A, B)$ for horizontal, vertical, and diagonal concatenation and $\ast$ for arbitrary blocks. For $a, b \in \mathbb{R}$, $U(a, b)$ denotes the uniform distribution over $[a,b]$. Finally, we let $\mathbb{P}$ denote the set of P-matrices (a matrix is a P-matrix if all the principal minors are positive).
(iii) What are the structural conditions for the existence of oscillations in networked interconnections of multiple oscillatory networks?

Following common practice in computational neuroscience [10, 17], we here adopt a broad notion of oscillations that includes both periodic oscillations (limit cycles) and chaotic ones. In the latter case, a chaotic behavior is oscillatory if its state trajectories are near-periodic, as captured by next.

**Definition 2.1 (Oscillation).** A state trajectory \( x(t) \), \( t \geq 0 \) of (1) is oscillatory if

(i) its power spectrum contains distinct and pronounced resonance peaks; and

(ii) it does not asymptotically converge to a constant limit. \( \square \)

Two remarks about Definition 2.1 are in order. First, property (i) is qualitative and fuzzy in nature, as is the notion of oscillation. Different measures can be used to quantify this property, such as the regularity index \( \chi_{reg} \), cf. Appendix A. Second, the property (ii) is included in the definition of an oscillation to limit our focus to sustained (a.k.a., persistent) oscillations and not transient ones. It is important to note that both types of oscillations are observed in neuronal dynamics (see, e.g., [9, 34, 46, 53] for sustained and [32, 57] for transient), albeit with potentially different underlying dynamical generators. Our focus here is on the former category in light of the vast literature on attractor dynamics in biological neuronal networks [28, 33, 36, 56], while the latter remains an avenue for future research.

The analytical tools in the study of oscillations are generally limited to 2-dimensional systems (cf. the Poincaré-Bendixson theory [45, Ch 3]) or higher-dimensional systems that are essentially confined to 2-dimensional manifolds (see, e.g., [21, 48]). Thus, throughout the paper, we use lack of stable equilibria (LoSE) as a proxy for oscillations. In fact, this condition constitutes the main requirement in the Poincaré-Bendixson theory for existence of limit cycles. In Appendix A, we show numerically that this proxy is a tight characterization of oscillatory dynamics for the model (1).

To study the equilibria of (1), we use its representation as a switched affine system [31, 35]. It is straightforward to show [42] that \( \mathbb{R}^N \) can be decomposed into \( 3^N \) switching regions \( \{\Omega_\sigma\}_{\sigma \in \{0, \ell, s\}^N} \) defined by

\[
x \in \Omega_\sigma \iff \begin{cases} (Wx + u)_i \in (-\infty, 0); & \forall i \text{ s.t. } \sigma_i = 0, \\
(Wx + u)_i \in [0, m_i]; & \forall i \text{ s.t. } \sigma_i = \ell, \\
(Wx + u)_i \in [m_i, \infty); & \forall i \text{ s.t. } \sigma_i = s,
\end{cases}
\]

where \( 0, \ell, \) and \( s \) denote a node in inactive, active (linear), and saturated state, respectively. Thus, (1) can be rewritten in the switched affine form

\[
\tau \dot{x} = (-I + \Sigma^t \psi W)x + \Sigma^t \psi u + \Sigma^t \psi m, \quad \forall x \in \Omega_\sigma, \tag{2}
\]

where for any \( \sigma \in \{0, \ell, s\}^N \), \( \Sigma^t \in \mathbb{R}^{N \times N} \) and \( \Sigma^s \in \mathbb{R}^{N \times N} \) are diagonal matrices with entries

\[
\Sigma^t_{ii} = \begin{cases} 1 \text{ if } \sigma_i = \ell, \\
0 \text{ if } \sigma_i = 0, s,
\end{cases} \quad \Sigma^s_{ii} = \begin{cases} 1 \text{ if } \sigma_i = s, \\
0 \text{ if } \sigma_i = 0, \ell.
\]

Each \( \Omega_\sigma \) then has a corresponding equilibrium candidate

\[
x^*_\sigma = (I - \Sigma^t \psi W)^{-1}(\Sigma^t \psi u + \Sigma^t \psi m), \tag{3}
\]

and the equilibria of (1) consist of all equilibrium candidates \( x^*_\sigma \) that belong to their respective switching regions. Note, in particular, that while the position of the equilibrium candidates depend on all four of \( W, u, m, \) and \( \sigma \), their stability is a sole function of \( W \) and \( \sigma \).

In what follows, we derive exact as well as simplified characterizations of LoSE for networks with various (and increasingly more complex) architectures. The network architectures that we study respect an important property of mammalian cortical networks, known as Dale’s law [15, 61], according to which each node has either an excitatory or inhibitory effect on other nodes, but not both. This means that each column of \( W \) is either nonnegative or nonpositive, a condition that we follow throughout the paper.

3 Oscillations in Single Networks

We analyze the dynamics (1) and derive conditions on the network \( (W, u, m) \) giving rise to oscillatory behavior.

3.1 Excitatory-Inhibitory Networks

The reciprocal interactions between excitatory and inhibitory populations of cortical neurons have long been known to be a major contributor to cortical oscillations [30]. Arguably, the simplest scenario with only one excitatory and one inhibitory populations (each abstracted to one network node) has been the most popular in theoretical neuroscience [14]. Interestingly, this coincides with the fact that LoSE is, under mild conditions, necessary and sufficient for the existence of almost globally (excluding trajectories starting at an unstable equilibrium) asymptotically stable limit cycles when \( N = 2 \). This two-dimensional case, hereafter called an E-I pair, is the celebrated Wilson-Cowan model used in computational neuroscience for decades [2, 4, 38, 43, 61]. Unlike the standard model with sigmoidal activation functions, however, the next result shows that a complete characterization of limit cycles can be obtained for Wilson-Cowan models with bounded linear-threshold nonlinearities.

**Theorem 3.1 (Limit cycles in E-I pairs).** Consider the dynamics (1) with \( N = 2 \) and

\[
W = \begin{bmatrix} a & b \\ c & d \end{bmatrix}, \quad a, b, c, d \geq 0.
\]

All network trajectories (except those starting at an unstable equilibrium, if any) converge to a limit cycle if and only if

\[
d + 2 < a, \tag{4a}
\]

\[
(a - 1)(d + 1) < bc, \tag{4b}
\]

\[
(a - 1)m_1 < bm_2, \tag{4c}
\]

\[
0 < u_1 < bm_2 - (a - 1)m_1, \tag{4d}
\]

\[
0 < (d + 1)w_1 - bw_2 < [bc - (a - 1)(d + 1)]m_1. \tag{4e}
\]

**Proof.** By [52, Thm 4.1], all the trajectories (except those starting at unstable equilibria, if any) converge to a limit cycle if and only if the network does not have any stable equilibria. This is, nevertheless, not a special case of Theorem 3.2 as
we here do not presume (4a) but rather show its necessity together with (4b)-(4e).

If $a < 1$, then all the regions $\Omega_{\sigma, \sigma} \in \{0, \ell, s\}^2$ are stable, ensuring the existence of a stable equilibrium (since the existence of an equilibrium is always guaranteed by the Brouwer fixed point theorem [7]). Thus, assume $a \geq 1$. Then, as shown in the proof of Theorem 3.2, the trivially stable regions $(\sigma', j), \sigma' \in \{0, s\}, j \in \{0, \ell, s\}$ do not contain their equilibrium candidates if $\alpha \in Y^e$. One can readily show

$$Y = \left\{ (u_1, u_2) \mid u_1 \leq \min \left\{ (b m_2, b \frac{(a - 1) m_1 + \min \{b m_2, \max \{0, \frac{b(u_2 + c m_1)}{d + 1}\}\})\right\} \right\}.$$ 

Therefore, $\alpha \in Y^e$ if and only if

1. $u_1 > 0$, 
2. $u_1 < b m_2 - (a - 1) m_1$, 
3. $u_1 > \min \{b m_2, \max \{0, \frac{b(u_2 + c m_1)}{d + 1}\}\}$, 
4. $u_1 < - (a - 1) m_1 + \max \{0, \frac{b u_2 + c m_1}{d + 1}\}$. 

For (5) to be feasible, it is necessary and sufficient that

(5a) and (5b) : $b m_2 - (a - 1) m_1 > 0$, 
(5a) and (5d) : $u_2 > \frac{-b c - (a - 1)(d + 1)}{b} m_1$, 
(5b) and (5c) : $u_2 < \frac{d + 1}{b} (b m_2 - (a - 1) m_1)$, 
(5c) and (5d) : $b c > (a - 1) (d + 1)$.

Conditions (6a) and (6d) are the same as (4c) and (4b), respectively. Furthermore, under (6), (5) simplifies to (4d) and (4e), which in turn ensure (6b) and (6c). In conclusion, $\alpha \in Y^e$ if and only if (4b)-(4e) hold.

What remains to study are the regions $(\ell, 0), (\ell, s)$, and $(\ell, \ell)$. The first two are not stable since $a \geq 1$. Also, though not needed, they do not include their equilibrium candidates due to (4d). On the other hand, for $\sigma = (\ell, \ell)$

$$x_{\sigma}^* = \frac{1}{b c - (a - 1)(d + 1)} \left[ \frac{(d + 1) u_1 - b u_2}{c a u_1 - (a - 1) u_2} \right] = Wx_{\sigma}^* + u.$$ 

The first component of $Wx_{\sigma}^* + u$ clearly belongs to $[0, m_1]$ by (4b) and (4e). For its second component, we have

(4b), (4e) $\Rightarrow cu_1 > (a - 1) u_2$, 
(4d), (4c) $\Rightarrow u_2 > \frac{c}{a - 1} u_1 - \frac{b c - (a - 1)(d + 1)}{a - 1} m_2$,

ensuring that $\sigma = (\ell, \ell)$ always contains its equilibrium candidate. Therefore, this region must be unstable which, under (4b), happens if and only if $a > d + 2$. □

While the simplicity of this two-dimensional E-I model has led to its long-standing popularity in the computational neuroscience literature, it clearly comes at the price of limited flexibility to model the complex dynamics of the brain. In the rest of this paper, we extend the above analysis to more complex scenarios, beginning with the following analysis of higher-dimensional excitatory-inhibitory networks.

Inhibitory neurons constitute about 20% of neurons in the cortex and have broader (less specific) interconnection and activity patterns than excitatory neurons. Therefore, we focus on networks with a single inhibitory node and arbitrary number of excitatory nodes. Let $N = n + 1, n \geq 1$, and consider

$$W = \begin{bmatrix} a-b & \mathbf{0} \\ c & -d \end{bmatrix}, \quad \mathbf{u} = \begin{bmatrix} u_e \\ u_n+1 \end{bmatrix}, \quad \mathbf{m} = \begin{bmatrix} m_e \\ m_n+1 \end{bmatrix},$$

where $a \in \mathbb{R}^{n	imes n}, b \in \mathbb{R}^{n\times 1}, c \in \mathbb{R}^{1\times n}, d \in \mathbb{R}_{>0}$. Note that this class of networks includes, as a special case, the well-known 2-dimensional Wilson-Cowan model ($n = 1$) extensively used in the computational neuroscience [16]. We are ready to give our first result on LoSE for (1)-(7).

**Theorem 3.2 (Networks with a single inhibitory node).** Consider the dynamics (1), (7) and assume that

$$a_{ii} > d + 2 \quad \forall i \in \{1, \ldots, n\}.$$ 

Then, the network does not have any stable equilibria iff $\alpha \in \mathbb{R}^{n+1 \setminus Y}$, where

$$Y = \bigcup_{\sigma' \in \{0, s\}} \left[ \bigcap_{i \in \sigma'} \left( Y_{\sigma', 0, i} \cup \left( Y_{\sigma', 0, i} \cap Y_{\sigma', 1, i} \right) \right) \right] \cap \bigcap_{i \in \sigma'} \left( Y_{\sigma', 0, i} \cup \left( Y_{\sigma', 0, i} \cap Y_{\sigma', 1, i} \right) \right),$$ 

$$Y_{\sigma', j, i} = \begin{cases} \{ u \mid u_1 \geq y_{\sigma', j, i} \} & \text{if } i \in \sigma' \forall j \in \{0, s\}, \\ \{ u \mid u_1 \leq y_{\sigma', j, i} \} & \text{if } i \notin \sigma' \forall j \in \{0, s\}. 
\end{cases}$$

**Proof.** The proof consists of two steps: first, we determine the list of $\Omega_{\sigma}$ that are stable and second, we ensure that they do not contain their equilibrium candidates if $\alpha \in \mathbb{R}^{n+1 \setminus Y}$.

**Step 1:** The switching regions can be naturally decomposed into two groups: those in which at least one of the excitatory nodes is active and those in which all the excitatory nodes are either inactive or saturated. We next show that these correspond to unstable and stable switching regions, respectively. Consider any $\alpha \in \{0, \ell, s\}^N$ and let $L = \{i \in \{1, \ldots, n\} \mid \sigma_i = \ell \}$ (note that $L$ is independent of $\sigma_{n+1}$).

Let $r = |L|$, and let $\Pi$ be the permutation matrix such that $\Pi \sigma = (0_{n-r}, \ell, \ell, s, \ldots)$, $\Pi \sigma = (0_{n-r}, \ell, \ell, s, \ldots)$. The coefficient matrix $-1 + \Sigma W$ in the region $\Omega_{\sigma}$ then satisfies $\Pi (-1 + \Sigma W) \Pi^T = [-I_{n-r}, 0, \mathbf{x}, \mathbf{P}]$, where $\mathbf{P} = [-I_{n-r}, \mathbf{a}_L, \mathbf{u}, \mathbf{s}, -1 - \Sigma_{n+1, n+1}]d$, $\mathbf{a}_L$ is the principal submatrix of $\mathbf{a}$ composed of its rows and columns in $L$, and $\Sigma_{n+1, n+1}$ is the bottom-right element of $\Sigma$. Thus, the eigenvalues of $-1 + \Sigma W$ consist of $(-1)$ with multiplicity $n - r$ and the eigenvalues of $\Pi$. Therefore,

- if $r > 0$, $\Omega_{\sigma}$ is unstable since $\text{tr}(\Pi) = \sum_{i \in L} (a_{ii} - 1) - 1 - \Sigma_{n+1, n+1}d \geq \sum_{i \in L} (a_{ii} - 1) - 1 - d + 1 > 0$.

---

4 We assume $a \neq 1$ since $(Wx_{\sigma}^* + u)_{2} \in [0, m_2]$ trivially if $a = 1$. 

Therefore, for no stable region to contain its equilibrium can
ble, their coefficient matrices
\[ A \cdot \mathbf{m}_j + \mathbf{u} = \mathbf{0}. \]

Step 2: According to Step 1, we only need to ensure that re-

regions \( \Omega_\sigma \) with \( r = 0 \) do not contain their equilibrium can-
di. These regions have the form
\[ \sigma = (\sigma', j), \quad \sigma' \in \{0, s\}^n, \ j \in \{0, \ell, s\}. \]

We consider three cases based on the value of \( j \).

(i) \( j = 0 \): It is straightforward to verify that
\[ W \mathbf{x}_\sigma + \mathbf{u} = \left[ \mathbf{a}_\sigma \mathbf{m}_\sigma + \mathbf{u}_c \right], \]
and that \( W \mathbf{x}_\sigma + \mathbf{u} \in \Omega_\sigma \) if and only if \( \mathbf{u} \in \bigcap_{i=1}^{n+1} Y_{\sigma',0,i} \) where \( Y_{\sigma',0,n+1} = \{ \mathbf{u} | u_{n+1} \leq -\mathbf{c}_\sigma \mathbf{m}_\sigma \} \).

(ii) \( j = s \): similarly, it follows that
\[ W \mathbf{x}_\sigma + \mathbf{u} = \left[ \mathbf{a}_\sigma \mathbf{m}_\sigma - d \mathbf{m}_{n+1} + \mathbf{u}_c \right], \]
and \( W \mathbf{x}_\sigma + \mathbf{u} \in \Omega_\sigma \) if and only if \( \mathbf{u} \in \bigcap_{i=1}^{n+1} Y_{\sigma',s,i} \) where \( Y_{\sigma',s,n+1} = \{ \mathbf{u} | u_{n+1} \geq (d+1)n_{n+1} - \mathbf{c}_\sigma \mathbf{m}_\sigma \} \).

(iii) \( j = \ell \): It also follows similarly that
\[ (d+1)W \mathbf{x}_\sigma + \mathbf{u} = \left[ \mathbf{a}_\sigma \mathbf{m}_\sigma - d \mathbf{m}_{n+1} + \mathbf{u}_c \right], \]
and \( W \mathbf{x}_\sigma + \mathbf{u} \in \Omega_\sigma \) if and only if \( \mathbf{u} \in \bigcap_{i=1}^{n+1} Y_{\sigma',\ell,i} \) where \( Y_{\sigma',\ell,n+1} = \{ \mathbf{u} | -\mathbf{c}_\sigma \mathbf{m}_\sigma \leq u_{n+1} \leq (d+1)n_{n+1} - \mathbf{c}_\sigma \mathbf{m}_\sigma \} \).

Therefore, for no stable region to contain its equilibrium can-
di it is necessary and sufficient that
\[ \mathbf{u} \in \mathbb{R}^{n+1} \setminus \tilde{Y}, \quad \tilde{Y} = \bigcup_{\sigma' \in \{0, s\}^n} \bigcup_{j \in \{0, \ell, s\}} \bigcap_{i=1}^{n+1} Y_{\sigma',j,i}. \tag{9} \]

It only remains to show \( \tilde{Y} = Y \). For \( \sigma' \in \{0, s\}^n \), let
\[ \tilde{Y}_{\sigma'} = \bigcup_{j \in \{0, \ell, s\}} \bigcap_{i=1}^{n+1} Y_{\sigma',j,i}. \tag{10} \]

Then, we have \( \tilde{Y}_{\sigma'} = \bigcap_{j \in \{0, \ell, s\}} \bigcup_{i=1}^{n+1} Y_{\sigma',j,i} = \bigcup_{i=1}^{5} \left( A_{s} \cup B_{s} \right) \), where (in what follows, \(^5\) denotes the interior of a set)
\[ A_2 = A_1, \quad B_2 = Y_{\sigma',0,n+1} \cap Y_{\sigma',\ell,n+1}, \]
\[ A_3 = \bigcap_{i=1}^{n} Y_{\sigma',\ell,i}, \quad B_3 = Y_{\sigma',\ell,n+1}, \]
\[ A_4 = A_3, \quad B_4 = Y_{\sigma',\ell,n+1} \cap Y_{\sigma',s,n+1}, \]
\[ A_5 = \bigcap_{i=1}^{n} Y_{\sigma',s,i}, \quad B_5 = Y_{\sigma',s,n+1}. \]

Since the sets \( \{ B_j \}_{j=1}^{5} \) partition \( \mathbb{R}^{n+1} \), it follows that \( \tilde{Y}_{\sigma'} = \bigcup_{j=1}^{5} (A_j \cap B_j) \), or
\[ \tilde{Y}_{\sigma'} = \bigcup_{j \in \{0, \ell, s\}} \left( \left( \bigcup_{i=1}^{n} Y_{\sigma',j,i} \right) \cap Y_{\sigma',j,n+1} \right) = \bigcup_{i=1}^{n} \bigcup_{j \in \{0, \ell, s\}} (Y_{\sigma',j,i} \cap Y_{\sigma',j,n+1}). \tag{11} \]

For any \( i \in \sigma' \), we have
\[ \tilde{Y}_{\sigma',i} = \bigcup_{j \in \{0, \ell, s\}} \left( Y_{\sigma',j,i} \cap Y_{\sigma',j,n+1} \right) \]
\[ = \bigcup_{j \in \{0, \ell, s\}} \left( \left( Y_{\sigma',j,i} \cap Y_{\sigma',j,n+1} \right) \cap Y_{\sigma',0,i} \cap Y_{\sigma',\ell,i} \cap Y_{\sigma',s,i} \right) \]
\[ = \bigcup_{j \in \{0, \ell, s\}} \left( \left( Y_{\sigma',j,i} \cap Y_{\sigma',j,n+1} \right) \cap Y_{\sigma',0,i} \cap Y_{\sigma',\ell,i} \cap Y_{\sigma',s,i} \right) \]
\[ = \bigcup_{j \in \{0, \ell, s\}} \left( Y_{\sigma',j,i} \cap Y_{\sigma',j,n+1} \right) \cap Y_{\sigma',0,i} \cap Y_{\sigma',\ell,i} \cap Y_{\sigma',s,i} \]
\[ = \left( Y_{\sigma',0,i} \cup Y_{\sigma',\ell,i} \cup Y_{\sigma',s,i} \right) \cap Y_{\sigma',0,i}. \tag{12} \]

where (a) is because \( Y_{\sigma',0,i} \cap Y_{\sigma',j,n+1} \subseteq Y_{\sigma',j,i} \cap Y_{\sigma',j,n+1} \) for both \( j = \ell \) and \( j = s \) and is trivial for \( j = 0 \), \( b) \) is because \( Y_{\sigma',j,n+1} \cap Y_{\sigma',j,n+1} \cap Y_{\sigma',\ell,i} \cap Y_{\sigma',s,i} \)
\[ = \bigcup_{j \in \{0, \ell, s\}} \left( \left( Y_{\sigma',j,i} \cap Y_{\sigma',j,n+1} \right) \cap Y_{\sigma',0,i} \cap Y_{\sigma',\ell,i} \cap Y_{\sigma',s,i} \right) \]
\[ = \left( Y_{\sigma',0,i} \cup Y_{\sigma',\ell,i} \cup Y_{\sigma',s,i} \right) \cap Y_{\sigma',0,i} \cap Y_{\sigma',\ell,i} \cap Y_{\sigma',s,i} \]
\[ = \left( Y_{\sigma',0,i} \cup Y_{\sigma',\ell,i} \cup Y_{\sigma',s,i} \right) \cap Y_{\sigma',0,i}. \tag{13} \]

Therefore, (9)-(13) gives \( \tilde{Y} = Y \), completing the proof. \( \square \)

While the description of \( Y \) in Theorem 3.2 may seem com-
plex, it has a simple interpretation. Consider a fixed value for \( u_{n+1} \). Then, each of the sets \( \left( Y_{\sigma',0,i} \cup Y_{\sigma',0,i} \cup Y_{\sigma',\ell,i} \right) \) or \( \left( Y_{\sigma',0,i} \cup Y_{\sigma',s,i} \cap Y_{\sigma',\ell,i} \right) \) in the definition of \( Y \) is a half-

space of the form \( \{ \mathbf{u} | u_i \geq y \} \) or \( \{ \mathbf{u} | u_i \leq y \} \) (depending on whether \( i \in \sigma' \) or not) that drive \( x_i \) to saturation or inactivity, re-

spectively. Therefore, the cross section of \( Y \) for this fixed value of \( u_{n+1} \) is composed of \( 2^n \) closed ovals, each unbounded to-
wards a different direction in \( \mathbb{R}^n \). Figure 1 shows an example
of this for \( n = 2 \). The union of these ovals (the shaded are-

a in Figure 1) characterizes the region where the network
has at least one stable equilibrium.
Given the definition of the sets $Y_{\sigma', 0, i}$ and $Y_{\sigma', 1, i}$, we can see that this holds if for all $\sigma' \in \{0, s\}^n$,\[ -c_{i}m_{\sigma'} \leq u_{n+1} \leq (d+1)m_{n+1} - c_{i}m_{\sigma'}, \] which gives (15a) since $\max_{\sigma'} - c_{i}m_{\sigma'} = 0$ and $\min_{\sigma'} - c_{i}m_{\sigma'} = -cm_{i}$.\[ u_{i} < \frac{b_{i}}{d+1}u_{n+1} + \frac{b_{i}c_{i}m_{\sigma'} - (a_{i} - I_{i})m_{\sigma'}}{d+1} \text{ if } i \in \sigma', \] if $i \notin \sigma'$. Note that these are $2^n$ sets of inequalities, where at least one inequality needs to be satisfied from each set using only the $n$ variables $u_1, \ldots, u_n$. This provides us with a choice of which inequality from each set we choose to enforce, with any choice imposing $2^n$ upper/lower bounds on $u_1, \ldots, u_n$. Here, care should be taken to ensure the resulting system of inequalities is feasible. For any variable $u_i$, as long as the inequalities imposed on it are all either lower bounds or upper bounds, a feasible $u_i$ exists. However, any lower and upper bounds imposed on the same $u_i$ must be ensured to be collectively feasible, in turn putting additional restrictions on $W$ and $m$. With this background in mind, we obtain an explicit yet minimally restrictive set of sufficient conditions as follows.\[ \begin{align*}
 Y_{\sigma', 0, i} \cup (Y_{\sigma', 0, i} \cap Y_{\sigma', 1, i}) &= Y_{\sigma', 0, i} \quad \forall i \in \{1, \ldots, n\}, \\ Y_{\sigma', 0, i} \cup (Y_{\sigma', 0, i} \cup Y_{\sigma', 1, i}) &= Y_{\sigma', 0, i} \quad \forall i \in \{1, \ldots, n\}.\end{align*} \] Similar to (18), these will hold if $-c_{\sigma'}m_{\sigma'} + (d+1)m_{n+1} \leq u_{n+1} \leq (d+1)m_{n+1},$ for all $\sigma' \neq 0$, which is equivalent to (16a). Then, similar to the proof of (15), we assume that there exists at least one $i$ for which (16b) holds, and enforce the $i$th inequality for $\sigma' = 0$ and $\sigma' = \sigma'_{j, i}$. These together impose (16c) on $u_i$, whose feasibility requires (16b). For any other $\sigma'$, we enforce the $j$th inequality(s) for some (or all) $j \in \sigma'$, $j \neq i$, which requires $u_j < -(a_{j} - I_{j})m_{\sigma'} + h_{m_{n+1}}$ and satisfies if the stronger condition (16d) holds. Finally, we prove the necessity of (14) by contradiction. Assume, first, that $u_{n+1} \geq (d+1)m_{n+1}$. This implies that (20) holds for all $\sigma' \in \{0, s\}^n$ and all $i$. We can then make a sequential argument as follows. Starting from $\sigma' = 0$, we would need at least one $i$ such that $u_i > b_{i}m_{n+1}$. This $i$ can then never satisfy $u_i < b_{i}m_{n+1} - (a_{i} - I_{i})m_{\sigma'}$ for any $\sigma'$, which means that $u$ cannot belong to any $Y_{\sigma', 0, i}$, where $i \in \sigma'$. To simplify the discussion and without loss of generality, assume we have chosen $i = 1$. Then, $u$ cannot belong to any $Y_{\sigma', 0, i}$ for any $\sigma' = (s, \ast, \ldots, \ast)$. Therefore, for $\sigma' = (s, 0, \ldots, 0)$, we need at
least one \( i \geq 2 \) such that \( u_i > b_i m_{n+1} - a_{i1} m_1 \). Again, for simplicity and without loss of generality, assume \( i = 2 \). Then, \( u \) cannot belong to any \( Y_{\sigma',s,2} \) for any \( \sigma' = (s,s,* ,\ldots ,*) \). Continuing this argument, we will ultimately have to impose lower bounds on all the elements of \( u \), which prevent \( u \) from belonging to \( Y_{\sigma',s,i} \) for \( \sigma' = (s,s,\ldots,s) \) and any \( i \), ensuring the existence of a stable equilibrium by Theorem 3.2, which is a contradiction. An analogous argument shows that \( u_{n+1} \leq -cm \) also leads to a contradiction. \( \Box \)

Note the parallelism between (4) and (15)-(16). In fact, conditions (15b), (15c)-(15d), (16b), and (16c)-(16d) are generalizations of (4b), (4e), (4c), and (4d), respectively. Further, Corollary 3.3 has itself a further consequence with great neuroscience value, as given next.

**Corollary 3.4 (Fully excitatory networks).** Given the dynamics (1), if \( W \) is fully excitatory (all entries are non-negative), then the network has at least one stable equilibrium.

**PROOF.** A fully excitatory network corresponds to (1), (7) with a sufficiently negative \( u_{n+1} \) that drives the inhibitory node into negative saturation, effectively removing it from the network. This happens if, for all \( t \), \( cx(t) - dx_{n+1}(t) + u_{n+1} \leq 0 \), \( u_{n+1} < -cx(t) \), which, by Corollary 3.3, implies at least one stable equilibrium exists. \( \Box \)

This result can also be established using the theory of monotone systems [1, 23]. Corollary 3.4 provides a simple and rigorous explanation for the well-known necessity of inhibitory nodes in brain oscillations [60]. On the other hand, the computational neuroscience literature has long shown the possibility of oscillatory activity in purely inhibitory networks [30], an important class of networks that we treat next.

### 3.2 Inhibitory Networks

Our focus here is on linear-threshold network models (1) where only inhibitory nodes are present. Consequently,

\[
| \begin{array}{ccc}
-d_{1,1} & -d_{1,2} & \ldots & -d_{1,N} \\
-d_{2,1} & -d_{2,2} & \ldots & -d_{2,N} \\
\vdots & \vdots & \ddots & \vdots \\
-d_{N,1} & -d_{N,2} & \ldots & -d_{N,N} \\
\end{array} |
\]

with \( d_{i,j} \geq 0 \) for all \( i,j \).

#### 3.2.1 Necessary Conditions for LoSE

We start by identifying a necessary condition for the lack of stable equilibria of fully inhibitory networks.

**Theorem 3.5 (Necessary condition for oscillatory behavior in fully inhibitory networks).** If a fully inhibitory network does not have any stable equilibria, then \( I - W \notin \mathbb{P} \).

**PROOF.** We argue the counter positive: if \( I - W \in \mathbb{P} \), then a stable equilibrium point exists. The fact that an equilibrium exists for any \( u \in \mathbb{R}^N \) is a direct consequence of [42, Theorem IV.1]. To show it is stable, let us consider any switching region \( \Omega_{\sigma} \) containing the equilibrium. Over this region, the dynamics is described by \( -I + \Sigma W \). Let \( r \) be the cardinality of the set of nodes in linear state and let \( \Pi \) be a permutation matrix such that \( \Pi \sigma = (\sigma_1, \ldots, \sigma_{r-r}, l, \ldots, l) \), where \( \sigma_i \in \{ 0, s \} \). Then,

\[
\Pi (I + \Sigma W) \Pi^T = \begin{bmatrix} -I & 0 \\ * & P \end{bmatrix},
\]

for some matrix \( P \). The eigenvalues of the system are therefore \(-1\), with multiplicity \( n-r \), and the eigenvalues of \( P \). Note that \( P \) is a principal submatrix of the matrix \( -I + W \). Since any principal submatrix of a \( P \)-matrix is also a \( P \)-matrix, we deduce \( -P \) is a \( P \)-matrix too. In addition, since \( W \) corresponds to a fully inhibitory network, \( -P \) is a sign-symmetric matrix, meaning that \((-P(I,J)) (P(I,J)) \geq 0\) for all \( I,J \subseteq \{ 1, \ldots, n \} \) such that \( |I| = |J| \). By [54, Theorem 1], a sign-symmetric \( P \)-matrix is positive stable (if a matrix \( A \) is positive stable, then \( -A \) is stable in the traditional Lyapunov sense, so all the eigenvalues of \( -A \) have negative real parts). Consequently, the eigenvalues of \( P \) fall in the negative complex quadrant and the equilibrium is stable. \( \Box \)

Theorem 3.5 provides a necessary condition based on the intrinsic properties of the network connectivity. The next result provides an alternative, much simpler necessary condition based on the number of nodes. This result can also be derived using the theory of monotone systems [1, 23], but we here present an independent proof that is instructive in the context of our methodology.

**Proposition 3.6 (2-node fully inhibitory networks always have a stable equilibrium).** A fully inhibitory network with only two nodes always has a stable equilibrium.

**PROOF.** We divide the proof in two cases depending on whether \((d_{1,1} + 1)(d_{2,2} + 1) - d_{1,2}d_{2,1}\) is (i) greater than 0 or (ii) less than or equal to 0. In case (i), the fact that the network is fully inhibitory results in all the principal minors of \( I - W \) being greater than zero, and hence \( I - W \notin \mathbb{P} \). By Theorem 3.5, a stable equilibrium point exists.

In case (ii), we look at the equilibrium candidates. Note that only one switching region has a non-stable equilibrium candidate (the one where both nodes are found in linear state), while all the other switching regions have stable equilibrium candidates. Hence, proving the existence of multiple equilibrium points in the system is enough to prove the stability of it. By Brouwer’s Fixed-Point Theorem [7], an equilibrium point exists. Then, since (ii) implies that \( I - W \notin \mathbb{P} \), we use [42, Theorem VI.1] to conclude that the equilibrium is not unique. As, at least, two equilibrium points exist, one necessarily corresponds to a stable equilibrium candidate. \( \Box \)

#### 3.2.2 Sufficient Conditions for LoSE

In the following, we derive sufficient conditions for LoSE by investigating the instability properties of the equilibrium candidate of each switching region. In our study, we focus on the following class of network structures.

**Definition 3.7 (Pairwise unstable network).** A network \( W \) is pairwise unstable if the system matrix \( -I + \Sigma W \) corresponding to each switching region \( \Omega_{\sigma} \) involving only two nodes in linear state is unstable.

The definition is valid for arbitrary (i.e., not necessarily inhibitory) networks. For inhibitory networks, it is equivalent to asking each principal minor \( M_{i,j} \) of order two of \(-I + W\) to be negative, \( M_{i,j} < 0 \). Interestingly, this property allows us
to establish conclusions about the instability of the switching regions that involve more than two nodes in linear state.

**Theorem 3.8 (Instability of pairwise unstable networks).** Let $W$ be a pairwise unstable network. Then, the system matrix $-I + \Sigma W$ corresponding to each switching region $\Omega_i$ involving more than two nodes in linear state is unstable.

**Proof.** Let $\Omega_i$ be a switching region involving more than two nodes in linear state and consider its corresponding system matrix $-I + \Sigma W$. Using the same decomposition as in (22), the system eigenvalues are $-1$ with multiplicity $N-r$ and the eigenvalues of the $r \times r$-matrix $P$. For the latter, consider the characteristic polynomial of $P$, $\text{Char}(P - \lambda I) = (-1)^r X + (-1)^{r-1}K_{r-1}X^{r-1} + \cdots + (-1)K_1X + K_0$, where $K_k$ represents the sum of all the principal minors of order $r-k$. In particular, since $r > 2$, $K_{r-2}$ is nonempty. We first note that such conditions must have a sign change in its coefficients, using the Routh-Hurwitz criteria [27] we deduce that there exists a root $\lambda$ of the characteristic polynomial with $\text{Re}(\lambda) > 0$, as claimed. □

The implication of Theorem 3.8 is that the analysis of LoSE for pairwise unstable inhibitory networks can be reduced to the study of those switching regions where only up to one node is in linear state. This is what we do in our next result.

**Proposition 3.9 (Characterization of LoSE in pairwise unstable networks).** Let $W$ be a pairwise unstable fully inhibitory network. Define

$$T_0 = \{ u | \exists i \in \{1, \ldots, N\} s.t. u_i > 0 \},$$
$$T_i = \{ u | \bigwedge_{i\neq j \in \{1, \ldots, n\}} (u_j > \frac{d_{ji}}{d_{ii}+1} u_i) \},$$

for $i \in \{1, \ldots, N\}$, and let $T = \bigcap_{i \in \{0, \ldots, n\}} T_i$. For a given $u$, and if $u \in C = [0, (d_{11}+1)m_1] \times \cdots \times [0, (d_{NN}+1)m_N] \neq \emptyset$, then LoSE holds iff $u \in T$.

**PROOF.** From Theorem 3.8, the equilibrium candidate of any switching region with more than one node in linear state is unstable. In addition, one can show that no switching region with a node in positive saturation can contain its corresponding equilibrium candidate. This is because the dynamics for such node, say $k$, would take the form

$$\tau \dot{x}_k = -x_k + \left| \sum_{i \neq k} d_{k,i}x_i - d_{k,k}x_k + u_k \right| \text{m}.$$ 

Since $u \in C$, we deduce $u_k < (d_{k,k}+1)m_k$, and so $-d_{k,k}x_k + u_k < m_k$. Consequently, the node always goes out of positive saturation. Similarly, for the switching region where all nodes are in negative saturation, the fact that the equilibrium candidate falls outside it is a consequence of $u \in T_0$. Finally, for the switching region where node $i \in \{1, \ldots, N\}$ is in linear state and all others are in negative saturation, its corresponding equilibrium candidate falls outside it iff $u \in T_i$. □

Given Proposition 3.9, we next focus on understanding the conditions on the network connectivity matrix ensuring that $T$ is nonempty. We first note that such conditions must involve at least three nodes. This is because if only two nodes, say $i$ and $j$, are considered then, by the pairwise instability assumption, $\frac{d_{ij}}{d_{ii}+1} < \frac{d_{ji}}{d_{jj}+1}$, and therefore if $u_j > \frac{d_{ji}}{d_{jj}+1} u_i$ then $u_i < \frac{d_{ij}}{d_{ii}+1} u_j$, and vice versa. To find then conditions involving three or more nodes, we re-interpret the inequalities that define $T \neq 0$ as the problem of finding a graph-theoretic concepts. Consider the weighted complete graph with vertex set $(1, \ldots, N)$, edge set $(1, \ldots, N) \times (1, \ldots, N) \setminus \{(i, i) | i \in \{1, \ldots, N\}\}$ (i.e., self-loops are excluded), and weight matrix

$$F = \begin{bmatrix} 0 & d_{11}+1 & d_{12}+1 & \cdots & d_{1N}+1 \\ d_{21} & 0 & d_{22}+1 & \cdots & d_{2N}+1 \\ & \vdots & \vdots & \ddots & \vdots \\ d_{N1} & d_{N2} & d_{N3} & \cdots & 0 \end{bmatrix}.$$ 

In this definition, edge $(i, j)$ corresponds to the inequality $u_i \frac{d_{ij}+1}{d_{ij}+1} > u_j$. In this way, the row $i$ of $F$ corresponds to the set of inequalities that define the set $T_i$. To find conditions such that $T \neq 0$ is empty, it is necessary and sufficient that there exists a path that involves every node and corresponds to a feasible sequence of inequalities. Note that $T_i$ is not empty when some inequality holds, meaning that node $i$ has an outgoing edge. Then, for $T \neq 0$ to be non empty, every node needs to have an outgoing edge. This is only possible if a cycle exists, restricting all those $u_i$ involved in it. For those $i$ not involved in the cycle, there always exists a sufficiently small value of $u_i$ that ensures $T_i$, and consequently $T \neq 0$ is not empty.

Given these observations, we consider the collection of cycles of length 3 or more of the graph defined above. This collection represents all the ways the inequalities involved in the definition of the set $T \neq 0$ can be satisfied while remaining compatible with the pairwise instability condition. For each cycle $G_c = (V_c, E_c)$, consider the connectivity matrix $F_c$ of dimension $|V_c|$, that results from having the edges inherit their weights from the full adjacency matrix $F$. The matrix $F_c$ has one non-zero element per row and column. Consequently, for the cycle defined by $G_c$, we have successfully reduced the feasibility problem of the inequalities to the problem of finding a feasible sequence of inequalities that define the set $T_c$. If $F$ exists, then the inequalities defined by $G_c$ are feasible, and the set $T \neq 0$ is not empty. Moreover, if the resulting $v$ has some positive component, then the set $T \neq 0$ is not empty.

**Theorem 3.10 (Sufficient condition for LoSE in pairwise unstable networks).** Let $W$ be a pairwise unstable fully inhibitory network. If there is cycle whose adjacency matrix satisfies $\rho(F_c) > 1$, then there exists $u$ for which LoSE holds.

**PROOF.** Let $G_c$ be a cycle whose adjacency matrix $F_c$ satisfies $\rho(F_c) > 1$. Since $G_c$ is strongly connected, $F_c$ is irreducible. Using the Perron-Frobenius theorem for irreducible matrices [8, Theorem 1.11], we deduce that $\rho(F_c)$ is an eigenvalue of $F_c$ and has an eigenvector $v$ with positive components. Since $\rho(F_c) > 1$, $F_c v = \rho(F_c)v > v$ element-wise. We can use this eigenvector to construct $u$ belonging to $T$ and $C$ as follows. Let $\lambda \in (0, \min_{v \in V_c} \frac{d_{ij}+1}{d_{ij}+1} m_j]$. Then, for every $i$ in the cycle, let $u_i = \frac{v_i}{\lambda}$. Since $F_c v > v$, we have $u \in T$, for every $i$ in the cycle. Moreover, by definition, $u_i < \min((d_{ii}+1))$. Since the components of $v$ are all positive, so are the ones of $u$. For those nodes $j$ that do not belong to the cycle, we
can find values that satisfy the inequalities by setting $u_j = 0$. Since the entries $u_i$ are positive for all the nodes $i$ in the cycle, the vector $u$ so constructed belongs to $T$ and $C$, and LoSE follows from Proposition 3.9. □

We refer to the cycle in Theorem 3.10 as valid. The next result guarantees the necessity of the existence of a valid cycle when the input is restricted to have small values.

**Corollary 3.11 (Necessary condition for LoSE in pairwise unstable networks with small inputs).** Let $W$ be a pairwise unstable fully inhibitory network. If $u$ is restricted to $C$, a valid cycle exists iff there is $u$ for which LoSE holds.

**PROOF.** The implication from left to right follows from Theorem 3.10. To show the other implication, by Proposition 3.9, we only need to prove that, when $u \in C$, the existence of a valid cycle is necessary for $T$ to be not empty. We reason by contradiction, i.e., assume there does not exist any valid cycle but $T \neq \emptyset$. Let $u \in C \cap T$. As $u \in T$, there exists a feasible sequence of inequalities. Let $G_r$ be the corresponding cycle, say of $t$ nodes $i_1, \ldots, i_t$, encoding this sequence, 

$$u_{i_1} < u_{i_2} - \frac{d_{i_1,i_1} + 1}{d_{i_2,i_1}}, \ldots, u_{i_t} < u_{i_1} - \frac{d_{i_t,i_t} + 1}{d_{i_1,i_t}},$$

holds, which implies $\frac{d_{i_1,i_1} + 1}{d_{i_2,i_1}} \frac{d_{i_2,i_2} + 1}{d_{i_3,i_2}} \ldots \frac{d_{i_t,i_t} + 1}{d_{i_1,i_t}} > 1$. Due to the structure of the adjacency matrix $F_c$ of the cycle, this means that $\det(F_c) > 0$, and hence $\rho(F_c) > 1$, implying that the cycle is valid, which is a contradiction. □

The graph-theoretical approach to characterize LoSE in pairwise unstable inhibitory networks can also be used to derive conditions on how the system oscillations occur.

**Theorem 3.12 (Node outside valid cycle does not oscillate).** Consider a pairwise unstable fully inhibitory network and let $i$ be one if its nodes. There exists $u \in C$ that provides lack of stable equilibria for which the node $i$ does not oscillate, i.e., is always found in the same saturated state, if and only if the node $i$ does not belong to the valid cycle associated to $u$.

**PROOF.** We prove the implication from left to right (the other one can be reasoned analogously). As the node $i$ does not oscillate, then it must be in positive or negative saturation. As $u \in C$, $u_i < (d_{i_{i_1}} + 1)m_i$, then it must be in negative saturation, because the node cannot remain in positive saturation state. If a node is in negative saturation, then it does not contribute to the oscillations of the other nodes, meaning that it is effectively as considering a new network with $N - 1$ nodes. For this network to oscillate for $u_{i \neq i}$, it is necessary that there exists a valid cycle (which will not include node $i$). □

4 Oscillations in Networks of Networks

Here, we build on the results of Section 3 to study the oscillatory behavior of a network of oscillators, each itself represented by a linear-threshold network. Motivated by the experimental and computational evidence in brain networks, we are interested in the phenomena of synchronization and phase-amplitude coupling. Consider $n$ oscillators, each modeled by an E-I pair, connected over a network with adjacency matrix $A \in \mathbb{R}^{N \times N}$ via their excitatory nodes [40]. Since $A$ captures inter-oscillator connections, its diagonal entries are zero. The dynamics of the resulting network of networks is

$$\dot{x} = -x + |Wx + u|m,$$

where $x = [x_1, \ldots, x_n]$, $x_i = [x_{i1}, x_{i2}]$, $u$ and $m$ have similar decompositions, $T = \text{diag}(\tau_1, \tau_2, \tau_2, \ldots, \tau_n, \tau_n)$, and

$$W = \text{diag}(W_1, \ldots, W_n) + A \otimes E, \quad E = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix},$$

and $\otimes$ denotes the Kronecker product. We assume each E-I pair oscillates on its own. The first question we address is whether the pairs maintain oscillatory behavior once interconnected.

**Theorem 4.1 (Excitatory-to-excitatory-coupled networks).** Consider the dynamics (23) and assume that each $W_i$ satisfies the conditions of Theorem 3.1. Then, the overall network does not have any stable equilibria if and only if

$$\sum_{j=1}^N A_{ij} m_{ij} < \bar{u}_{i1} - u_{i1},$$

holds for at least one $i \in \{1, \ldots, n\}$. Moreover, the state of any E-I pair for which (24) holds may not converge to a fixed value (except for trivial solutions at unstable equilibria, if any) irrespective of the validity of (24) for other pairs.

**PROOF.** Consider an arbitrary $\sigma = \{0, \ell, s\}^2$ and let $L \subseteq \{1, \ldots, n\}, |L| = r$ be the set of pairs whose respective switching region from $\sigma$ is unstable (i.e., $\sigma_i = (\ell, j), j \in \{0, \ell, s\}, i \in L$). Let $\Pi = \Pi \otimes \Pi$ be the permutation matrix that permutes the pairs such that these $r$ pairs are placed first. Then, $\Pi(-I + \Sigma W)\Pi^T = [R, \ast, 0, N]$ where $R = -I + \Sigma L(\text{diag}([W_{ij}]_{i \in L}) + A_L \otimes E)$. Let $N = -I + \Sigma L(\text{diag}([W_{ij}]_{i \in L}))$, and $\Sigma L$ is the $2r \times 2r$ principal submatrix of $\Sigma$ consisting of rows and columns corresponding to the pairs in $L$, $A_L$ and $\Sigma L_e$ are defined similarly. Therefore, the eigenvalues of $-I + \Sigma W$ consist of those of $R$ and $N$.

$N$ has $n - r$ eigenvalues equal to $-1$ and $n - r$ eigenvalues that equal $-1 - d_i$ or $-1$, depending on whether $\sigma_{i,2} = \ell$ or not for each $i \in L'$. On the other hand, if $r > 0$, then

$$\text{tr}(R) = \text{tr}(-I + \Sigma L(\text{diag}([W_{ij}]_{i \in L}))) \geq \text{tr}(-I + \text{diag}([W_{ij}]_{i \in L})) = \sum_{i=1}^N a_i - d_i - 2 > 0.$$

Thus, any switching region $\Omega_\sigma$ is stable if and only if $\sigma_{i,1} \neq \ell$ for all $i \in \{1, \ldots, n\}$. To prove the sufficiency of (24), consider any stable $\Omega_\sigma$. Then, if (24) holds for even one $i$,

$$u_{i1} + \sum_{j=1}^n A_{ij}(x_{ij}^e),_1 \leq u_{i1} + \sum_{j=1}^n A_{ij}m_{ij,1} < \bar{u}_{i1},$$

ensuring $x_{ij}^e \notin \Omega_\sigma$ (by Theorem 3.1) and the sufficiency of (24). Regarding the last statement of the theorem, note that for $x_i$ to converge to a fixed value, $\sum_j A_{ij}x_{ij,1}(t)$ must either also converge to a fixed value or be greater than or equal to $\bar{u}_{i1} - u_{i1}$ for sufficiently large $t$, both contradicting (24).
To prove the necessity of (24), assume that it does not hold for any \( i \) or, in other words, at least one of
\[
\begin{align*}
\sum_{j=1}^{N} A_{ij} m_{j,1} &> b_i m_{i,2} - (a_i - 1) m_{i,1} , \\
\sum_{j=1}^{N} A_{ij} m_{j,1} &> \frac{b_i (u_{i,2} + c_i m_{i,1})}{d_i + 1} - (a_i - 1) m_{i,1}.
\end{align*}
\]
holds for all \( i \in \{1, \ldots, n\} \). Now, define \( \sigma \in \{0, \ell, s\}^n \) by
\[
\sigma_i = \begin{cases} (s, s) & \text{if } u_{i,2} \geq (d_i + 1) m_{i,2} - c_i m_{i,1}, \\
(s, \ell) & \text{if } u_{i,2} < (d_i + 1) m_{i,2} - c_i m_{i,1}.
\end{cases}
\]
Note that (25b) implies (25a) if \( u_{i,2} \geq (d_i + 1) m_{i,2} - c_i m_{i,1} \) and (25a) implies (25b) otherwise. Given that all the excitatory nodes are at saturation in \( \sigma \), it is not difficult to show that \( \Omega_\sigma \) (which is stable, by the reasoning above) contains its equilibrium, showing the necessity of (24). \( \square \)

The assumptions of Theorem 4.1 are consistent with the observation that long-range connections between different brain regions are almost exclusively excitatory. Nevertheless, it is possible that these excitatory connections target both excitatory- and inhibitory populations in the receiving region. Therefore, a more realistic scenario is where the inter-network coupling consists of both excitatory-to-excitatory and excitatory-to-inhibitory connections. This generality, however, comes at the price that condition (24) becomes only sufficient.

**Theorem 4.2 (Excitatory-to-all-coupled networks).** Consider the dynamics (1) with
\[
W = \text{diag}(W_1, \ldots, W_N) + A^e \otimes \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} + A^i \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}
\]
where \( A^e, A^i \in \mathbb{R}_{\geq 0}^{N \times N} \), \( \text{diag}(A^e) = \text{diag}(A^i) = 0 \),
\[
W_i = \begin{bmatrix} a_i - b_i \\ c_i - d_i \end{bmatrix}, \quad a_i, b_i, c_i, d_i > 0, \forall i \in \{1, \ldots, N\},
\]
and each \( W_i \) satisfies the conditions of Theorem 3.1. Then, this system does not have any stable equilibria if
\[
\begin{align*}
\sum_{j=1}^{N} A_{ij}^e m_{j,1} &< b_i m_{i,2} - (a_i - 1) m_{i,1} - u_{i,1} , \\
\sum_{j=1}^{N} [(d_i + 1) A_{ij}^c - b_i A_{ij}^1] m_{j,1} &< (b_i c_i - (a_i - 1)(d_i + 1)) m_{i,1} - (d_i + 1) u_{i,1} + b_i u_{i,2} \\
\sum_{j=1}^{N} [b_i A_{ij}^1 - (d_i + 1) A_{ij}^c] m_{j,1} &< (d_i + 1) u_{i,1} - b_i u_{i,2}
\end{align*}
\]
all hold for at least one \( i \in \{1, \ldots, N\} \).

**Proof.** Consider \( \sigma \in \{0, \ell, s\}^{2N} \) and let \( 0 \leq n \leq N \) be the number of pairs whose respective switching region from \( \sigma \) is unstable (i.e., \( (\ell, 0), (\ell, \ell), (\ell, s) \)). Without loss of generality, let them be the first \( n \) pairs. Then,
\[
-I + \Sigma W = \Pi \begin{bmatrix} B_1 & * & * \\ 0 & B_2 & * \\ 0 & 0 & -I \end{bmatrix} \Pi^T,
\]
where \( B_1 = -I - \Sigma_{i=1}^{n} \text{diag}(d_i, \ldots, d_N) \) and \( B_2 = -I + \Sigma_{i=1}^{n} \text{diag}(W_1, \ldots, W_N) + A_{1:n} \otimes \text{diag}(1, 0) \), and \( \Pi \) is a permutation matrix to separate the excitatory and inhibitory nodes of the stable pairs. Therefore, similar to Theorem 4.1, \( \sigma \in \{0, \ell, s\}^{2N} \) is stable if and only if all its \( N \) subindices are stable. Assume this is the case and (26) holds (at least) for \( i \in \{1, \ldots, N\} \). Then, from (26a),
\[
0 < (d_i + 1) u_{i,1} + \sum_{j=1}^{N} A_{ij}^e x_{j,1}^* - b_i (u_{i,2} + \sum_{j=1}^{N} A_{ij}^c x_{j,1}^*)
\]
ensuring that \( x_{\sigma,i}^* \notin \Omega_\sigma \). \( \square \)

Unlike Theorem 4.1, the condition of Theorem 4.2 is not necessary. The reason is that even if (26) is violated for all \( i \), they need not be violated with the same excitatory saturation patterns (i.e., vectors in \( \{0, s\}^N \) showing whether the excitatory node of each pair is in negative or positive saturation) while in Theorem 4.1, if (24) is violated for any node, it would be with the excitatory saturation pattern of \( (s, \ldots, s) \) (possibly among others). This ensures the existence of at least one stable \( \sigma \in \{0, \ell, s\}^N \) (whose excitatory elements are all \( s \)) that contains its equilibrium candidate. On the other hand, when (26) is violated for each \( i \), it may be with one or more excitatory activation patterns none of which may be shared among all the pairs. Therefore, the necessary and sufficient condition for lack of stable equilibria in this case is that the intersection of the sets of excitatory activation patterns of all pairs is empty, with the convention that this set is empty for any pair for which (26) holds.

### 5 Conclusions and Future Work

We have studied nonlinear networked dynamical systems with bounded linear-threshold activation functions and different classes of architectures interconnecting excitatory and inhibitory nodes. Given the arbitrary dimensionality of these networks, and motivated by the Poincare-Bendixson theorem, we have relied on the lack of stable equilibria (LoSE) as a system-based proxy for the commonly used signal-based definitions of oscillatory dynamics. Our main contributions are various necessary and/or sufficient conditions on the structure of linear-threshold networks for LoSE. In particular, we considered three classes of network architectures motivated by different aspects of mammalian cortical architecture: networks with multiple excitatory and one inhibitory nodes, purely inhibitory networks, and arbitrary networks of two-dimensional excitatory-inhibitory subnetworks. Among the important avenues for future work, we highlight the extension of our results to include conduction delays, the robustness analysis to process noise, and the characterization of phase-phase and phase-amplitude coupling.
Appendix A  Lack of Stable Equilibria as a Proxy for Oscillations

Throughout the paper, we employ LoSE as a proxy for oscillations, as defined in Definition 2.1. Here we provide numerical evidence that, at least for systems with linear-threshold dynamics, this proxy is tight. The evidence is structured along three directions. First, we perform a Monte Carlo sampling of a 10-node linear-threshold network and show the strong overlap between networks that satisfy Definition 2.1 and those without stable equilibria. Second, for the same sampled set, we perform a similar comparison locally around the boundaries of the LoSE parameter set, and show that the transition from oscillating to non-oscillating and the transition from LoSE to presence of stable equilibria are tightly related. Third, we exploit the analytical characterizations in Section 4 to show not only the tightness of LoSE as a binary measure of the existence of oscillations, but also the relationship between the distance of a network to the appearance of stable equilibria and the strength of its oscillations.

To numerically measure the existence and strength of oscillations, we construct an oscillation index directly based on Definition 2.1. First, we define a regularity index to quantify Definition 2.1(i), i.e., the existence of distinct and pronounced resonance peaks in the power spectrum of a state trajectory. After mean-centering all state trajectories $x_i(t)$, we let $X_i(f_i)$ be the Fourier transform of $x_i(t)$, and $f_i = \arg \max_j |X_i(f_j)|$. The regularity index is defined as

\[ \chi_{reg} = \max_{i=1,...,n} \chi_{reg,i}, \]

\[ \chi_{reg,i} = \max \{|X_i(f_i)| : \frac{|X_i(1-\epsilon f_i)|}{|X_i(1+\epsilon f_i)|} \in [1, \infty)\}, \]

where $\epsilon \in (0, 1)$. For each $i$, a value of $\chi_{reg,i}$ indicates a flat power spectrum (lack of oscillations) whereas $\chi_{reg,i} \to \infty$ indicates a Dirac delta at $f_i$ (periodic oscillations). Clearly, the regularity of oscillations lies on a continuum, with more regularity (less chaotic behavior) as $\chi_{reg,i}$ grows. We then take the maximum of $\chi_{reg,i}$ to obtain a regularity index of the collection of state trajectories $X(t)$.

Second, we quantify Definition 2.1(ii) (lack of a constant asymptotic limit) simply by the steady state peak to peak amplitude of the oscillating trajectories, normalized by its maximum value possible, and maximized over all trajectories,

\[ \chi_{pp} = \max_{i=1,...,n} \limsup_{t \to \infty} x_i(t) - \liminf_{t \to \infty} x_i(t) \]

The larger $\chi_{pp}$, the stronger the oscillations in (at least one channel of) $x(t)$, regardless of how regular or chaotic they are. Inclusion of this second metric is critical in distinguishing between oscillations that are extremely regular but almost vanishing in magnitude (and hence devoid of any practical significance), and oscillations with significant amplitudes. We combine the regularity and peak to peak indices to obtain the oscillation index,

\[ \chi_{osc} = \chi_{reg} \cdot \chi_{pp} \]  \hspace{1cm} (27)

Among the various potential ways of combining $\chi_{reg}$ and $\chi_{pp}$, this choice acts a conjunction of regularity and strength measures, so that a signal is considered oscillatory if it has high regularity and strength, as required in Definition 2.1.

A.1 Global Inspection via Monte-Carlo Sampling of Structural Parameters

We start our numerical inspection of the relationship between LoSE and existence of oscillations using a global Monte-Carlo sampling of the parameter space of linear-threshold networks. In general, the distribution of indices $\chi_{reg}$, $\chi_{pp}$, and $\chi_{osc}$ depend on the number and excitatory/inhibitory mix of the nodes. However, this dependence is not critical while, at the same time, sweeping over $N_E$ and $N_I$ would be computationally prohibitive for our Monte-Carlo sampling. Therefore, we here generate 20000 random networks using the fixed medium-range values of $N_E = N_I = 5$ and address the role of network size in Section A.3. We use parameter values drawn randomly and independently from the following distributions

\[ |w_{ij}| \sim \mathcal{U}(0, B), \quad u_i \sim \mathcal{U}(-B, B), \quad m_i \sim \mathcal{U}(1, B) \]

\[ x_i(0) \sim \mathcal{U}(0, m_i), \quad \forall i, j = 1, \ldots, n, \]

where $n = N_E + N_I = 10$ and $B = 10$ is an (arbitrary, but necessary) upper bound on the parameter values. We employ the value of $\tau = 1$ throughout as the timescale only compresses or stretches the trajectories over time. For each random network, we first check whether it possesses any stable equilibria from (3). For networks that lack any stable equilibria, we simulate their trajectories, starting from random initial conditions, over a sufficiently long time horizon and compute their value of $\chi_{osc}$ in (27). For networks that did have (one or more) stable equilibria, we repeat the same but starting from 10 different initial conditions to capture the possibility of the co-existence of oscillatory and equilibrium attractors.

Figure 2 shows the resulting statistics. First, we observe that the lack of stable equilibria is less frequent than their existence in random networks. Second, the values of $\chi_{osc}$ lie on a continuous spectrum, regardless of whether the networks possess or lack stable equilibria. However, the distribution of $\chi_{osc}$ is significantly different between the two cases.

To quantify this difference, we need to place a threshold on the value of $\chi_{osc}$ and binarize the networks into ones that do not show oscillatory activity and ones that do not. In order to avoid using arbitrary thresholds, we chose to obtain it from the empirical distribution of $\chi_{osc}$ we have just obtained. It can be seen from the bottom-right panel of Figure 2 that the distribution of $\chi_{osc}$ for networks with stable equilibria is naturally tri-modal. The three chunks of the distribution correspond, roughly, to strongly oscillating, barely oscillating, and effectively non-oscillating trajectories, respectively. We thus fit a Gaussian mixture model to this distribution and use the trough of the distribution between the center and right modes as the threshold for the existence of oscillations. Let this threshold be called $\theta$. To ensure uniformity, $\theta$ is also used for networks without stable equilibria. Accordingly, we observe that only about 8% of networks without stable equilibria lack strong oscillations (though the majority of which still possess weak oscillations) indicating the near-sufficiency of LoSE for existence of oscillations. On the other hand, only about 5% of networks with stable equilibria also have strongly oscillatory trajectories (corresponding to rare oscillatory attractors that co-exist with equilibrium attractors, each having their respective regions of attraction) showing the near-necessity of LoSE.

\footnote{We simulate all network trajectories over $t \in [0, 2000]$ with a time step of 0.01 using MATLAB’s ode45 and use the final 5% of the trajectories for the computation of $\chi_{reg}$ and $\chi_{pp}$.}
for exhibiting oscillations.

In conclusion, on a global landscape of the parameter space, LoSE provides an unambiguous and system-based proxy with great analytical utility for the existence of oscillations which closely matches the signal-based definition of oscillations (cf. Definition 2.1) used in computational neuroscience.

A.2 Local Inspection via Linear Sweeping of Structural Parameters

In this section, we assess the consistency of LoSE as a proxy for oscillations on a local basis. Our basic idea is the following: given a pair of networks, one which displays strong oscillations and another that displays none, consider the convex combination of their parameters \((W, m, u)\). As we traverse the resulting convex set, the strong oscillations present on one extreme eventually disappear into the non-oscillatory behavior of the other extreme. Given our discussion above, the value of the convex parameter where this transition occurs can be determined in two different ways: either through LoSE or through the oscillatory metric \(\chi_{osc}\). The extent to which the two ways coincide offers a measure of the local consistency of LoSE as a proxy for oscillations.

We carry out this vision by randomly selecting 500 pairs of networks out of the 20000 generated in Section A.1 as follows. The first network of each pair is uniformly randomly selected among the strongly oscillating networks of the top-right panel of Figure 2 (those to the right of the black vertical line) that also lack stable equilibria, while the second network of each pair is uniformly randomly selected from the almost non-oscillating networks of the bottom-right panel of Figure 2 (those belonging to the left-most bump in the distribution) that have some stable equilibria as well. Letting \((W_1, m_1, u_1)\) and \((W_2, m_2, u_2)\) denote the parameters of these networks, we then linearly sweep between the two to obtain networks with parameters \(W = (1 - \alpha)W_1 + \alpha W_2, m = (1 - \alpha)m_1 + \alpha m_2, u = (1 - \alpha)u_1 + \alpha u_2, \alpha \in [0, 1]\), and compute LoSE and \(\chi_{osc}\) for each intermediate network. Given the fact that the set of networks with LoSE is not convex, we only retain the cases for which only one switching in LoSE occurred between the end points as we sweep (due to the complexity of estimating the switching point in \(\chi_{osc}\), as discussed next). The value of \(\alpha\) at which LoSE switches (i.e., a stable equilibrium point appeared) is defined as \(\alpha^*_\text{LoSE}\). Similarly, the value of \(\alpha\) at which \(\log(\chi_{osc})\) crosses the threshold \(\vartheta\) is defined as \(\alpha^*_\text{osc}\). Due to the noisy nature of \(\chi_{osc}\) estimation (see, e.g., Figure 3(b-d)), the numerical (or even visual) detection of this threshold crossing is often not straightforward. Here, we define \(\alpha^*_\text{LoSE}\), as the first time (while increasing \(\alpha\) from 0 to 1) that the average of 3 consecutive \(\chi_{osc}\) values is above \(\vartheta\) and the average of the following 3 \(\chi_{osc}\) values falls below \(\vartheta\).

The resulting comparison of \(\alpha^*_\text{LoSE}\) and \(\alpha^*_\text{osc}\) for the 500 random pairs of networks (except those having more than one switch in LoSE, as noted above) is shown in Figure 3(a). Details of three sample scenarios are also shown in Figure 3(b-d), with the corresponding points marked in Figure 3(a). Even though not all the points lie on the \(\alpha^*_\text{LoSE} = \alpha^*_\text{osc}\) line, they are often very close to it, indicating a strong consistency between the detection of oscillations using LoSE and \(\chi_{osc}\).

In addition to the closeness of the majority of the points to the \(\alpha^*_\text{LoSE} = \alpha^*_\text{osc}\) line, also notable from Figure 3(a) is the fact that the majority of the points lying away from this line lie above it, a situation exemplified in Figure 3(c). This corresponds to scenarios where the creation of the stable equilibrium point at \(\alpha^*_\text{LoSE}\) does not immediately nullify the ongoing oscillatory attractor, but the two coexist with distinct regions of attraction for some range of \(\alpha\) values. The points lying below the \(\alpha^*_\text{LoSE} = \alpha^*_\text{osc}\) line, however, often indicate a complexity with the detection of \(\alpha^*_\text{osc}\). An example of this can be seen in Figure 3(d), where \(\alpha^*_\text{osc}\) is detected as the first threshold crossing, much sooner (smaller) than \(\alpha^*_\text{LoSE}\), even though a meaningful drop in \(\chi_{osc}\) is also clearly visible near \(\alpha^*_\text{LoSE}\). Note, also, that \(\alpha^*_\text{osc} < \alpha^*_\text{LoSE}\) indicates a range of \(\alpha\) values for which neither a stable equilibrium point nor a strong oscillation exists. Since an attractor must nevertheless exist, it can either be a highly chaotic one (small \(\chi_{osc}\)) or an oscillatory one with very small amplitude (small \(\chi_{osc}\)), neither of which we found to be common in networks of size \(n \approx 10\).

A.3 Global Inspection in Networks of E-I Pairs

In Sections A.1 and A.2, we have inspected general excitatory-inhibitory networks with arbitrary connection patterns between the nodes. Here, we inspect the networks of E-I pairs studied in Section 4. These networks not only constitute an important special case from a computational neuroscience standpoint, but they also lend themselves to theoretical characterizations such as that in Theorem 4.1. Here, we inspect the quality of LoSE as a proxy for oscillations using the theoretical condition in (24). To this end, we construct random networks according to

\[
d_1 \sim \mathcal{U}(0, d_{\max}), \quad a_i \sim \mathcal{U}(a_{\min}, a_{\max}), \quad a_{\min} > d_{\max} + 2,
\]

\[
b_i = c_i \sim \mathcal{U}(b_{\min}, b_{\max}), \quad b_{\min} > \sqrt{(a_{\max} - 1)(d_{\max} + 1)},
\]

\[
m_{j,i} \sim \mathcal{U}(m_{j,\min}, m_{j,\max}), \quad m_{\min,2} > \frac{4}{b_{\min}} m_{1,\max},
\]

\[
\tau_i \sim \mathcal{U}(\tau_{\min}, \tau_{\max}) \quad \text{i.i.d.} \quad \forall j = 1, 2, i \in \{1, \ldots, n\},
\]

all satisfying (4a)-(4c). The values of \(d_{i,1}\) and \(u_{i,2}\) are chosen at the center of their respective ranges in (4d)-(4e) so that the E-I pairs oscillate at their maximum amplitude be-
The consistency of LoSE (as a proxy for oscillations) and \( \chi_{osc} \) (as a “ground truth” measure of oscillations) when locally sweeping between network parameters that give rise to oscillations and those that do not. (a) The value of \( \alpha \) at which LoSE switches vs. the value of \( \alpha \) at which \( \log(\chi_{osc}) \) crosses the threshold \( \vartheta \). Note the gathering of the majority of the points around the \( \alpha_{LoSE}^* = \alpha_{LoSE}^* \) line. (b-d) Sample plots of LoSE (left vertical axis) and \( \log(\chi_{osc}) \) (right vertical axis) as a function of \( \alpha \) for three sample cases denoted in panel (a). The red horizontal dotted line indicate the oscillation threshold \( \vartheta \). Panel (b) illustrates a common mid-point scenario where \( \alpha_{osc}^* \approx \alpha_{LoSE}^* \) while (c) and (d) illustrate two extreme conditions.

Figure 4 shows the distribution of \( \log(\chi_{osc}) \) for random networks of \( n = 10 \) oscillators, \( \epsilon = 0.1 \), and varying interconnection strength \( \eta \). For disconnected oscillators (\( \eta = 0 \)), each oscillator has a perfectly regular oscillation (by Theorem 3.1) and thus very large \( \chi_{osc} \) (though finite, due to the finiteness of \( \chi_{reg} \). These oscillations lose their regularity and/or strength as we increase the connection strength \( \eta \) towards 1, but still persist up to \( \eta = 0.99 \), showing the almost supremacy of (24). Moving beyond \( \eta = 1 \), almost no oscillations persist even at \( \eta = 1.01 \) and less so at \( \eta = 1.1 \) due to convergence to the stable equilibria ensured by Theorem 4.1. This shows that (24) is also almost necessary for existence of oscillations in the network dynamics (23).

Acknowledgments
The work was supported by NSF Award CMMI-1826065 (EN and JC) and ARO Award W911NF-18-0213 (JC). RP’s stay at San Diego was funded by the Centro de Formación Interdisciplinaria Superior from Universitat Politècnica de Catalunya.

References