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Recap: GFS architecture
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• Storage based on inexpensive disks that fail frequently — 
master/chunkserver/client 

• Many large files in contrast to small files for personal data — 
large chunk size 

• Primarily reading streams of data — large chunk size 
• Sequential writes appending to the end of existing files — large 
chunk size 

• Must support multiple concurrent operations — flat structure 
• Bandwidth is more critical than latency — large chunk size
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Recap: How does GFS achieve its goals?

— MapReduce is fault tolerant

— MapReduce aims at processing large amount of data once

— MapReduce reads chunks of large files

— Output file keep growing as workers keep writing

—MapReduce has thousands of workers simultaneously

—MapReduce only wants to finish tasks within “reasonable” amount of time



• Must tolerate many different data abstractions: blobs, tables 
and queues 

• Learning from feedbacks in existing cloud storage 
• Strong consistency 
• Global and scalable namespace/storage 
• Disaster recovery 
• Multi-tenancy and cost of storage
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Recap: Why Windows Azure Storage



Windows Azure Storage
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• A stream is a collection of extents, in which an extent consists of 
consecutive blocks 

• Each block in the stream contains a checksum to ensure the data 
integrity 

• An update to a stream can only be appended to the end of the stream 
• Two streams can share the same set of extents
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Recap: Stream



• In WAS, the stream is append only. The stamp will “seal” extents and extents will 
become immutable once sealed. How many of the following can sealing 
contribute to? 
① Must tolerate many different data abstractions: blobs, tables and queues 
② Strong consistency 
③ Global and scalable namespace/storage 
④ Disaster recovery 
⑤ Multi-tenancy and cost of storage 
A. 1 
B. 2 
C. 3 
D. 4 
E. 5
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Recap: Why “append-only” and “sealing”?



f4: Facebook's Warm BLOB Storage 
System

Subramanian Muralidhar, Wyatt Lloyd, Sabyasachi Roy, Cory Hill, 
         Ernest Lin, Weiwen Liu, Satadru Pan, Shiva Shankar, 

        Viswanath Sivakumar, Linpeng Tang, and Sanjeev Kumar.
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• Within a data center with high-speed network, the round-trip 
latency of network accesses is not really a big deal 

• However, the amount of metadata, especially directory 
metadata, is huge — cannot be cached 

• As a result, each file access still requires ~ 10 inode/data 
requests from disks/network nodes — kill performance
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The original NFS-based FB storage



Haystack
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• Each storage unit provides 10TB of usable space, using RAID-6 — 20% 
redundancy for parity bits 
• Each storage split into 100 physical volumes (100GB) 
• Physical volumes on different machines grouped into logical volumes 
• A photo saved to a logical volume is written to all corresponding physical volumes — 
3 replicas 

• Each volume is actually just 
a large file 
• Needle represents a photo 
• Each needle is identified 
through the offset 

• Sealed (the same as WAS)
one the file reaches 100GB
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Haystack



GFS v.s. WAS
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• Regarding the optimization goals of f4, please identify how many the 
following statements is/are correct. 
① f4 is optimized for the throughput of accessing data 
② f4 is optimized for the latency of accessing data 
③ f4 is designed to reduce the degree of data replications in the system 
④ f4 is designed to tolerate various kind of failure in the system 
A. 0 
B. 1 
C. 2 
D. 3 
E. 4
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Why FB wants f4 in addition to Haystack



• Regarding the type of data that f4 aims at, please identify how many the 
following statements is/are correct. 
① f4 is optimized for most frequently requested data in Facebook services 
② f4 is optimized for frequently created, deleted data 
③ f4 is optimized for reducing the access latency of long-term storage 
④ f4 is optimized for read-only data 
⑤ f4 is optimized for data that are not accessed very frequently 
A. 1 
B. 2 
C. 3 
D. 4 
E. 5
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What kind of data is f4 optimized for?



“Temperature” of data
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log scale — not encouraged to graph like this if you’re writing a 
technical document or scientific paper



“Temperature” of data
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Hot Warm Cold

Access Frequency Most frequent Less frequent Rare

Pattern Created often, delete often
Not so frequently read

Not so frequently deleted 
Maybe read-only

Long-term storage, usually 
takes hours to retrieve

Size 65PB in 2014 and growing rapidly



Facebook storage architecture

26

user requests (browsers, mobile devices)

web tier

Graph Store — Tao

Blob Storage System

Content 
Distribution 

Network
Read(1)Create(1)

Create(2)

Create(3) Read(2)

Read(3)

Read(4)

Haystack Hot Storage

f4 Warm Storage

Cold Data



• Reed-Solomon erasure coding 
• Strips: 10GB data + 4GB parity — 1.4x space efficiency 
• One volume contains 10 strips 

• XOR Geo-replication 
• Use XOR to reduce overhead further (e.g., Azure makes full copies) 
• Block A in DC1 + block B in DC2 -> parity block P in DC3 
• Any two blocks can be used to generate the third 
• 1.5x space efficiency 

• 1.4*1.5 = 2.1x space efficiency in total
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Storage efficiency

Block A 1.4x

Block B 1.4x

Block C 1.4xXOR
data center 1 data center 2

data center 3



• 1%-2% HDD fail in a year 
• replicate data across multiple disks 
• Use erasure coding for storage efficiency 

• n blocks -> n + k blocks, can tolerate k simultaneous failures 
• higher cost for recovering data when there is a failure 

• Host failures (periodically) 
• replicate coded blocks on different hosts 

• Rack failures (multiple times/year) 
• replicate coded blocks on different racks 

• Datacenter failures (rare, but catastrophic) 
• replicate blocks across data centers 
• use XOR to reduce overhead further (e.g., Azure makes full copies) 

• block A in DC1 + block B in DC2 -> parity block P in DC3 
• any two blocks can be used to generate the third 

• Index files 
• use normal triple replication (tiny, little benefit in coding them)
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Fault tolerance



• Drive fails 
• Reconstruct blocks on another drive 
• Heavy disk, Network, CPU operation 
• one in background 

• During failure, may need to reconstruct data online 
• rebuilder node reads BLOB from data + parity, reconstructs 
• only reads + reconstructs the BLOB (40KB), not the entire block 
(1GB)
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What happens if fault occurs?



Performance of f4
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• Each cell contains 14 racks of 15 hosts, each host contains 30 
4TB H.D.Ds. 

• A unit of acquisition, deployment 
• Storage for a set of volumes 
• Similar to the idea of stamps
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Cells



Web search for a planet: The Google 
cluster architecture 

Luiz Andre Barroso, Jeffery Dean ; Urs Holzle
Google

32



• How many of the following fulfill the design agenda of the Google 
search architecture described in this paper? 
① Reduce the hardware cost by using commodity-class and unreliable PCs 
② Use RAID to provide efficiency and reliability 
③ Use replication for better request throughput and availability 
④ Optimize for the peak performance 
A. 0 
B. 1 
C. 2 
D. 3 
E. 4
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Google search architecture

Also reliability and fault-tolerance

— for performance per dollar
— replica, replica, replica



• The demand of performing search queries efficiently 
• Each query reads hundreds of MBs of data 
• Support the peak traffic would require expensive supercomputers 
or high-end servers 

• We need a cost-effective approach to address this demand 
• Google search is compare against “AltaVista” search engine that 
uses DEC's high-performance alpha-based multiprocessor 
systems 

• AltaVista is later acquired by Yahoo! and you know the later story…

38

Why Google Search Architecture?



• Using commodity-class / unreliable PCs 
• Provide reliability in software rather in hardware 
• Target the best aggregate request throughput, not peak server 
response time
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What Google proposes?



ClusterCluster

Google query-serving architecture
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• Scalability: simply add more replicas, the service capacity can 
improve  

• Availability: even though one machine fails, another replica to 
take over
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Replication is the key



• If we are designing a processor just for Google search or similar type of 
applications, how many of the following targets/features would fulfill the 
demand? 
① Can execute many instructions from the same process/thread simultaneously 
② Can execute many processes/threads simultaneously  
③ Can predict branch outcome accurately 
④ Have very large cache capacity 
A. 0 
B. 1 
C. 2 
D. 3 
E. 4
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What kind of processors Google search needs



• Processor 
• Index search has little ILPs — doesn’t need complex cores 
• Index search can be highly parallelized — processors with thread-
level parallelism would be a good fit (e.g. Simultaneous 
Multithreading, SMT and Chip Multicprocessor, CMP) 

• Branch predictor matters 
• Memory: Good spatial locality. Moderate cache size will suffice 
• Storage: No SCSI, No RAID — not worth it 
• Power: is an issue, but only $1,500/mo operating bill vs $7,700 
capital expense
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Hardware



Will their architecture work for other things?
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• Costs — machine architecture, distributed system architecture, 
replication strategies 

• Power — machine architecture 
• Energy — machine architecture 
• Space-efficiency — erasure coding, replication, distributed 
• Throughput — replication, distributed 
• Reliability — replication
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Metrics we care about data center design



Virtual machines
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Virtual machines
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Taxonomy of virtualization
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• iEVAL 
• We highly value your opinions 
• Submit your screenshot of confirmation, equivalent to a full-credit 
reading quiz 

• Check your grades on iLearn as soon as possible 
• We drop 2 of your lowest reading quizzes 
• We allow 4 absences through out the whole quarter 
• Midterm grade is up. One week regrading policy applies — check 
the website regarding how to initiate that 

• “Weighted Total” is your current total.
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Announcement


