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Recap: GFS v.s. WAS v.s. Facebook
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GFS (OSDI 2003) Facebook Haystack (OSDI 
2010) WAS (SOSP 2011)

File organizations
file

chunk
block

volume
needle

stream
extent
record

System architecture master
chunkserver

directory
haystack store

stream manager
extent nodes

Data updates append only updates

Consistency models relaxed consistency strong consistency

Data formats files photo/needle multiple types of objects

Replications intra-cluster replication RIAD-6 & 
geo-replication geo-replication

Usage of nodes chunk server can perform both separate computation and 
storage



• Regarding the type of data that f4 aims at, please identify how many the 
following statements is/are correct. 
! f4 is optimized for most frequently requested data in Facebook services 
" f4 is optimized for frequently created, deleted data 
# f4 is optimized for reducing the access latency of long-term storage 
$ f4 is optimized for read-only data 
% f4 is optimized for data that are not accessed very frequently 
A. 1 
B. 2 
C. 3 
D. 4 
E. 5
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Recap: What kind of data is f4 optimized for?



“Temperature” of data

4

log scale — not encouraged to graph like this if you’re writing a 
technical document or scientific paper



Recap: Facebook storage architecture
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Read(4)

Haystack Hot Storage

f4 Warm Storage

Cold Data



• Reed-Solomon erasure coding 
• Strips: 10GB data + 4GB parity — 1.4x space efficiency 
• One volume contains 10 strips 

• XOR Geo-replication 
• Use XOR to reduce overhead further (e.g., Azure makes full copies) 
• Block A in DC1 + block B in DC2 -> parity block P in DC3 
• Any two blocks can be used to generate the third 
• 1.5x space efficiency 

• 1.4*1.5 = 2.1x space efficiency in total
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Recap: Storage efficiency

Block A 1.4x

Block B 1.4x

Block C 1.4xXOR
data center 1 data center 2

data center 3



Current scoreboard
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Red Blue

21 20



• Facebook’s F4 (cont.) 
• Google Search 
• Virtual machines
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Outline



• 1%-2% HDD fail in a year 
• replicate data across multiple disks 
• Use erasure coding for storage efficiency 

• n blocks -> n + k blocks, can tolerate k simultaneous failures 
• higher cost for recovering data when there is a failure 

• Host failures (periodically) 
• replicate coded blocks on different hosts 

• Rack failures (multiple times/year) 
• replicate coded blocks on different racks 

• Datacenter failures (rare, but catastrophic) 
• replicate blocks across data centers 
• use XOR to reduce overhead further (e.g., Azure makes full copies) 

• block A in DC1 + block B in DC2 -> parity block P in DC3 
• any two blocks can be used to generate the third 

• Index files 
• use normal triple replication (tiny, little benefit in coding them)
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Fault tolerance



• Drive fails 
• Reconstruct blocks on another drive 
• Heavy disk, Network, CPU operation 
• one in background 

• During failure, may need to reconstruct data online 
• rebuilder node reads BLOB from data + parity, reconstructs 
• only reads + reconstructs the BLOB (40KB), not the entire block 

(1GB)
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What happens if fault occurs?



Performance of f4
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• Each cell contains 14 racks of 15 hosts, each host contains 30 
4TB H.D.Ds. 

• A unit of acquisition, deployment 
• Storage for a set of volumes 
• Similar to the idea of stamps
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Cells



Recap: GFS/WAS
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Web search for a planet: The Google 
cluster architecture 

Luiz Andre Barroso, Jeffery Dean ; Urs Holzle
Google
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• How many of the following fulfill the design agenda of the Google 
search architecture described in this paper? 
! Reduce the hardware cost by using commodity-class and unreliable PCs 
" Use RAID to provide efficiency and reliability 
# Use replication for better request throughput and availability 
$ Optimize for the peak performance 
A. 0 
B. 1 
C. 2 
D. 3 
E. 4
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Google search architecturePoll close in
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Google search architecture

Also reliability and fault-tolerance

— for performance per dollar
— replica, replica, replica



• The demand of performing search queries efficiently 
• Each query reads hundreds of MBs of data 
• Support the peak traffic would require expensive supercomputers 

or high-end servers 
• We need a cost-effective approach to address this demand 

• Google search is compare against “AltaVista” search engine that 
uses DEC's high-performance alpha-based multiprocessor 
systems 

• AltaVista is later acquired by Yahoo! and you know the later story…
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Why Google Search Architecture?



• Using commodity-class / unreliable PCs 
• Provide reliability in software rather in hardware 
• Target the best aggregate request throughput, not peak server 

response time
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What Google proposes?



ClusterCluster

Google query-serving architecture
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Client DNS

Spell-checker

Ad Server

Index 
ServersIndex 

ServersIndex 
ServersIndex 

ServersIndex 
ServersIndex 
Servers

Document 
ServersDocument 

ServersDocument 
ServersDocument 
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Google Web Server

lookup www.google.com

Spell-checker
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Index 
ServersIndex 
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ServersIndex 

ServersIndex 
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Servers
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ServersDocument 
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Generate document 
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• Scalability: simply add more replicas, the service capacity can 
improve  

• Availability: even though one machine fails, another replica to 
take over
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Replication is the key



• If we are designing a processor just for Google search or similar type of 
applications, how many of the following targets/features would fulfill the 
demand? 
! Can execute many instructions from the same process/thread simultaneously 
" Can execute many processes/threads simultaneously  
# Can predict branch outcome accurately 
$ Have very large cache capacity 
A. 0 
B. 1 
C. 2 
D. 3 
E. 4
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What kind of processors Google search needs
Poll close in
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What kind of processors Google search needs
Poll close in
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What kind of processors Google search needs



• Processor 
• Index search has little ILPs — doesn’t need complex cores 
• Index search can be highly parallelized — processors with thread-

level parallelism would be a good fit (e.g. Simultaneous 
Multithreading, SMT and Chip Multicprocessor, CMP) 

• Branch predictor matters 
• Memory: Good spatial locality. Moderate cache size will suffice 
• Storage: No SCSI, No RAID — not worth it 
• Power: is an issue, but only $1,500/mo operating bill vs $7,700 

capital expense
25

Hardware



Will their architecture work for other things?
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• Costs — machine architecture, distributed system architecture, 
replication strategies 

• Power — machine architecture 
• Energy — machine architecture 
• Space-efficiency — erasure coding, replication, distributed 
• Throughput — replication, distributed 
• Reliability — replication
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Metrics we care about data center design



Virtual Machines
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Taxonomy of virtualization
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system virtualizationprocess virtualization

Operating
Systems (e.g., 

process)

same ISA

Java VM

different ISA
same ISA different ISA

Xen
VMWare Server

Virtual
Machine
Monitor

VMWare
Workstation,  

VirtualBox

Hosted 
Virtual

Machine 
Monitor

Virtual PC,  
Emulator, 

Binary
Translator

software 
based

Transmeta
Crusoe

hardware 
based

We are focusing on 
these today

We’ve learned 
quite a lot of 

these
Most of them are 

gone…



Virtual machine architecture
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Virtual Machine Monitor

Guest OS

Applications

The Machine



• A robot may not injure a human being or, through inaction, allow 
a human being to come to harm.  

• A robot must obey orders given it by human beings except 
where such orders would conflict with the First Law. 

• A robot must protect its own existence as long as such 
protection does not conflict with the First or Second Law.
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Three Laws of Robotics

https://s3-ap-southeast-1.amazonaws.com/cloud-skcript/wp-content/
uploads/2014/05/25090337/robots.jpg

https://s3-ap-southeast-1.amazonaws.com/cloud-skcript/wp-content/uploads/2014/05/25090337/robots.jpg
https://s3-ap-southeast-1.amazonaws.com/cloud-skcript/wp-content/uploads/2014/05/25090337/robots.jpg


Back to 1974…
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Fidelity
Performance

Safety and isolation



Operating System

Recap: virtualization
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However, we don’t want everything to pass 
through this API!

Too slow!!!
Do you really need to track all 

intermediate states?



• The processor provides 
normal instructions and privileged 
instructions 
• Normal instructions: ADD, SUB, MUL, and 

etc … 
• Privileged instructions: HLT, CLTS, LIDT, 

LMSW, SIDT, ARPL, and etc…  
• The processor provides different modes 

• User processes can use normal 
instructions 

• Privileged instruction can only be used if 
the processor is in proper mode
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Recap: privileged instructions

Kernel

Ring 3
Ring 2
Ring 1
Ring 0

Device Drivers

Device Drivers

ApplicationsLeast privileged

Most privileged



• Through the API: System calls 
• Implemented in “trap” instructions 

• Raise an exception in the processor 
• The processor saves the exception 

PC and jumps to the corresponding 
exception handler in the OS kernel
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Recap: How applications can use privileged operations?

add    0x1bad(%eax),%dh 
add    %al,(%eax) 
decb   0x52(%edi) 
in     $0x8d,%al 
mov    %eax,0x101c 
lea    -0x2bb84(%ebx),%eax 
mov    %eax,-0x2bb8a(%ebx) 
lgdtl  -0x2bb8c(%ebx) 
lea    -0x2bf3d(%ebx),%eax 
push   $0x10 
…… 
…… 
…… 
…… 
…… 
……

OS kernel

kernel/privileged
mode

user program

user
mode

sbb    %ecx,0x13(%rcx) 
and    %cl,(%rbx) 
xor    $0x19,%al 
add    %edx,(%rbx) 
add    %al,(%rax) 
syscall 
add    %al,(%rbx) 
…… 
…… 
…… 
…… 
…… 
…… 
…… 
……

trap

return-from-trap



Hosted virtual machine
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Virtualized
CPU

Hosted virtual machine monitor

OSOSOS

ApplicationsApplicationsApplications

Hosted operating system

Virtualized
memory

Virtualized
storage

Virtualized
network

Virtualized
…device emulation, 

virtualization

device emulation, 
virtualization



Virtual machine monitors on bare machines
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Virtualized
CPU

Virtual machine monitor

OSOSOS

ApplicationsApplicationsApplications

Virtualized
memory

Virtualized
storage

Virtualized
network

Virtualized
…device emulation, 

virtualization



• De-privileging 
• Primary and shadow structures 
• Tracing
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Three main ideas to classical VMs



reduced
privileged

mode

CPU Virtualization: Trap-and-emulate
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Virtual Machine Monitor

Guest OS

Applications

The Machine

user
mode

privileged
mode

unprivileged 
instruction 
(e.g., add) syscall

handling
update 
vCPU 
states

call trap 
handler

executing trap 
handler in reduced 

privileged modeprivileged 
instruction return

handling
update 
vCPU 
states

return



• Group photo next lecture! 
• Project revision 

• Allows you to revise your project with 20% of penalty on the unsatisfactory 
parts/test cases after the first-round of grading (firm deadline 3/11) 

• Say you got only 60% in the first-round, and you fixed everything before 
3/11 — you can still get 60%+80%*40% = 92% 

• iEVAL — count as an extra, full-credit reading quiz, due 3/11 
• Final — contains two parts (each account for 50%) 

• Part 1: unlimited time between 3/12-3/17, open-ended questions 
• Part 2: 80 minute multiple choices/answers questions + two problem sets 

of comprehensive exam questions
95

Announcement
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