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Recap: von Neumman Architecture
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What happens when creating a process

code

static data

| Dynamic allocated data: ma.l-IEJC ()
heap K

Loeal variables,
stack -" arguments static data

Virtue.. memory program
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Linux contains a .bss section .
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The operatiﬁ(;:; System for uninitialized global variables "
needs to track all of these for \

each process! 3 °/



Recap: Restricted operations

- Most operations can directly execute on the processor without OS's
Intervention

- The OS only takes care of protected resources, change running processes
or anything that the user program cannot handle properly

- Divide operations into two modes

- User mode
- Restricted operations
- User processes
- Kernel mode
- Can perform privileged operations
- The operating system kernel

- Requires architectural/hardware supports
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Recap: Architectural support: privileged instructions
- The processor provides ﬂ‘m?
normal instructions and privileged
Instructions

- Normal instructions: ADD, SUB, MUL, and
etc ...

- Privileged instructions: HLT, CLTS, LIDT,
LMSW, SIDT, ARPL, and etc...

- The processor provides different modes
- User processes can use normal instructions

- Privileged instruction can only be used if the
Processor is in proper mode — otherwise, it
incurs an exception and the OS handler Least privileged
needs to deal with it
. I Most privileged

Kernel

Device Drivers




Recap: How applications can use privileged operations?
user program OS kernel

- Through the API: System calls 5
trap

- Implemented in “trap” INStructions e

and %cl, (%rbx)
X0r $0x19,%al

- Raise an exception in the processor EiRRcme s

add %al, (%rax)

ve redicter v-
%al, (%eax)

> N0 M
$0x8d,%al
%eax,0x101c
—-0x2bb84 (%ebx) ,%eax
%eax,—0x2bb8a (%ebx)

syscall

- The processor saves the exception e
PC and jumps to the corresponding
exception handler in the OS kernel

—-0x2bb8c (%ebx)
—-0x2bf3d(%ebx) ,%eax
$0x10

2

return-from-trap

user kernel/privileged
mode mode



Recap: Kernel

- The OS kernel only get involved when necessary
- System calls

- Hardware interrupts

- Exceptions

- The OS kernel works on behave of the requesting process — not a
process

- Somehow like a function call to a dynamic linking library
- The the process' PC set to the invoked kernel code and enters kernel mode
- Kernel code preserve the current architectural states and update the PCB

- As aresult — overhead of copying registers, allocating local variables for
kernel code and etc...



Outline

. Kernel (cont.)
- How to read research papers
- The Structure of the 'THE'-Multiprogramming System

- The Nucleus of a Multiprogramming System



The overhead of kernel



Latency Numbers Every Programmer Should Know
(2020 Version)

Operations Latency (ns) Latency (us) Latency (ms)

L1 cache reference 0.5ns ~1CPU cycle

Branch mispredict 3ns

L2 cache reference 4ns 14x L1 cache

Mutex lock/unlock 17 ns

Send 2K bytes over network 44 ns

Main memory reference 100 ns 20x L2 cache, 200x L1 cache
Compress 1K bytes with Zippy 2,000 ns 2 Us

Read 1 MB sequentially from memory 3,000 ns 3us

Read 4K randomly from SSD* 16,000 ns 16 us

Read 1 MB sequentially from SSD* 49,000 ns 49 us

Round trip within same datacenter 500,000 ns 500 us

Read 1 MB sequentially from disk 825,000 ns 825 us

Disk seek 2,000,000 ns 2,000 us 2 ms 4x datacenter roundtrip
Send packet CA-Netherlands-CA 150,000,000 ns 150,000 us 150 ms

https://colin-scott.github.io/personal website/research/interactive latency.html
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https://colin-scott.github.io/personal_website/research/interactive_latency.html

Demo: Kernel Switch Overhead

- Measure kernel switch overhead using Imbench http://
www.bitmover.com/Imbench/
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How does the processor knows where to jump to?

power on/boot

l

install trap tables using
privileged instructions

kernel mode
system call handlers system call
system call
user process user process
user mode
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How to read research papers



How to read research papers

- For each paper, you should identify the followings:

- Why? The most important thing when you're reading/writing a paper
- Why should we care about this paper?
- What's the problem that this paper is trying to address?

- What? The second most important thing when you're reading/writing a paper|

- What has been proposed?
- Contributions of the paper

- How? They are important only if you want to implement the proposed idea
low does the paper accomplish the proposed idea?
low does the result perform?
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Recap & Brainstorm

- What are those related papers that you read before?

- Compare with those related papers and re-exam their whys,
whats and hows

- What will you propose if you're solving the same "why"'?
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Why is reading papers important

- As aresearcher

- You want to identify important problems

- You want to know what has been accomplished
- As an engineer

- You want to know if there is a solution of the design problems of
your systems, applications

- You want to know if you can apply the proposed mechanism
- You want to know how to do it
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The Structure of the 'THE'-
Multiprogramming System

Edsger W. Dijkstra
Technological University, Eindhoven, The Netherlands



Edsger W. Dijkstra

- 11 May 1930 - 6 August 2002
- Dijkstra's algorithm (single-source shortest path problem)

- Synchronization primitive, Mutual exclusion, Critical sections —
appendix of this paper

- Dining philosophers problem
- Program verification

- Multithreaded programming
- Concurrent programming

- Dijkstra—Scholten algorithm
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Where is why?

(3) Be awure of the fact that experience does hy no
means automatically lead to wisdom and understanding;
m other words, make a conscious effort to learn as much as
Possible from your provious experiences,

h‘4

Presented a, un ACM Symposium on Operating System Principles,
Gatlinburg, Tennessee, Ovtobar 1-1, 1967,

Volume 11 / Number 5 / May, 1963

ACWUMANI»

The primary goal of the system is to proeess smoothly
a econtinuous flow of user programs as a serviee to the Uni-
versity, A multiprogramming svstem has been chosen
with the tollowing objectives in mind: (1) a reduction of
turn-arcund time for programs of short duration, (2}
economie usc of peripheral devices, (3) automatic contrel

I shall not deny that the construction of these testing
programs has been a major intellectual effort: to convince
oneself that one has not overlooked “a relevant state”

o

Usually, you should be able to identify the why inthe  and to convince oneself that the testing programs generate

... them all is no simple matter. The encouraging thing is

very beginning part of a paper ihablaeFatiiaiwaliencnsi il conldiBedone!

of backing store Lo be ecomnbined with avononie wse of the
central processor, and (1) the economic feasibility to use
the machine for thoze applications for which only the fexi-
bility of & general purpose ecomputer ig needed. but (as a
rule) not the capacity nor the processing power.

The system 1z not intended as a multiaceess system.
There 13 no common datw base via which indepeudent
users cun conununicate with each other: they only share
the eonfiguration and a procodure library (that inchides a
translator for ALcor 60 extended with eomplex numbers).
The svstem does not cater for user programs written in

hs 1
Yy INOD (aAMaaMmIanto

showed up during  testing were trivial coding errors
{occurring with a density of one error per 500 s truetions),
each of them loeatcd within 10 minutes (classical) inspee-
tion by the maechine and each of them ecorraspondingly
casy to remedy. At the time this was written the testing
hzd not yet been completed, but the resulting system is
guaranteed to be Hawless, When the systen is delivered we
shall not live in the perpetusal fear that a system derail-
ment may still aceur in an unlikely aituation, such ag
might result from an unhappy “coincidence” of two or
more critical occurrences, for we shall have proved the

. - . -
r-nrronrnnmL_Qf tha orvotans wath o wicae and Avaliasteaae.



Performance Metrics

- CPU utilization — how busy we keep the CPU to be — CPU is busy does not
mean it's making progress for the user program

- Latency — the time between start execution and completion

- Throughput — the amount of “tasks/processes/threads” that we can finish
within a given amount of time

- Turnaround time — the time between submission/arrival and completion

- Response time — the time between submission and the first time when
the job is scheduled

- Wait time — the time between the job is ready (not including the overhead
of queuing, command processing) and the first time when the job is
scheduled

- Fairness — every process should get a fair chance to make progress
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THE

- Why should people care about this paper in 19687
- Turn-around time of short programs

- Economic use of peripherals

- Automatic control of backing storage

- Economic use of the machine

- Designing a system is difficult in 1968
- Difficult to verify soundness

- Difficult to prove correctness

- Difficult to deal with the complexities

28



The computer in the era of “THE"

NOW the era of “THE"

cycle time: 0.5 ns
(clock rate: 2 GHz)

cycle time: 2.5 us
(clock rate: 400KHz)

Processor Processor

8GB+ Core memory 32K

1+ TB 512KWords
response time: 20us - 10ms Storage response time: 40ms
T00MB/sec-2.4GB/sec 1000 chars/sec
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Processes

Where is what?

A Survey of the System Structure

Storege Alloeatien. In the classieal wven Neumanr
machine, information is idectified by the addiess of the
memory bcalion wulaining Uhe infurmation. When we
started to think about the attomatic conirol of accondary
storage we ware familiar with a system (viz. Gixr AvrcoL)
in vhich all informetion was ientified by its drum address
‘as in the clzssizal von Neumann machine) and in which
the funetion of the coe memory was nothing more than
0 make the information “pege-wise” accessible.

Vie have followed another approach and, as it tumed
out, to gieat advastage. In ou: krminology we nuwe a
etrist distinetior: betwoen memory units (we ceclled them
“pages” snd had “cora pages” and “drum pages”) and

corresponding information urits (for leck of a bett -
we caled them “segments™), a segment just ﬁt-tisrrlclt Iay

page. For segments we creatad a completely indepencent
identification mechanizm in which the numbar of possable
segment identifiers is much larger than the total number of
pages in primary and secondary store. The segrient iden-
tifier gives fast acceze to a 20 ealled “segment variable
in core whase valua denntes whether the segment is atill
empty or not, and if not empty. in wkich page (or pages)
it can be found.

As a consegquence of this cpproach, if & segment of in-
formation, residing in a eore page, has to be dumped anto
ihe deumn in arder (o make the core pags available for other
use, there is no need o weluen (e sagment Lo the sgme
drun page from which it onginally came, In fact, shia
froedlom is exploited: among the free drum pages the one
with minimum latency time s sslectec.

A next somzequianen is the tatal sheenes of a deam allo-
catidn problem: there is not the slightest veason why, sav,

- & program shoud eccupy ccnsecutive drum peges, In a
multiprogramming enviroament this is very convanient.

FProceser Allccation. We have given full recognition
to the fact that in a sirgle sequential procss (such as 2an
he performed hy a sequertia antomaton) only the time
successon of the various states kas a logieal mesnirg, Hut
rot the actual speed with which the sequential process is

VYolume 11 / Number 5 / May, 1963

wako med. Therefore we Lave s thie wlole svstem
Sgressmyg wita un-
ddfined speed rahios. To each user program avezpteld Ly (s
system corrssponds a secuential precess, to each ipul
pevipreal corressoncs a sequentiml process  (Luffering
iiput stresms in synckronism with he exevution of (e
iaput commands). to each oubput periphieral corresponds a
sequential proccas (unbuffening output streams in syn-
chronizm with the exesutior. of the output commands),
farthermucrs, we have the “segrent controller” associztal
with the drum and the “nesage inlerpreter” assodztad
wizh the consols keyboard.

Thio cnabled uc to design the whol: sysicm in teems of
taeae cksimaet “sequeniial proccaacs.” Their harmonious
croperatior. i3 regnlated by meana of explicit rautual
aynchronizatior statzmenta, On the one hand, this ex-
plizit mutval aynchronization 13 nacessary, a: we do noj
moke any azamupticn asout speed rotice: on the othes
hand, thie mutual syuchronizetion s possible breouse
‘“dalaying ths progrees of o procces bempomsily™ can never
be harraful to the interior Dgio of the process delayed. The
funcamental scrsrquence of this approach —viz. the ox
plizit molugl syneascnisation—iz tkat the harmonisus
cooperstion o a sal of suech sequantal prososses can be
astuslishod by discrete reasoning; as a further consequence
the whole barmonions sodety of cooperating secueniial

rocoesas i= ingleporglort of the astial number of processors
ér Jprevided the proces-

sors gunctabla ean swatch Sro 0acg {0 arooess

Nyslem Heermroky.,  Tha tota eystam admitz a stret

hrevarchical structure.

L 1evel 1) we ind The responsi T
ration “o nne of the processes whose dynam'e progress is
Ingirally permissible e, in vew of the explicit mutnal
ayreheonmization). At this ‘eval “he interrupt of the real-
e aloek s prowessed and incrodoead to prevent any
arcesss o manopolize processing power. At this level a
oriorliy rule is incorperated 1o achieve quick response of
“he avsrem where s i needed. Ony At ahstraction has
been aekieved; ckowva lavel 0 the rumber of arcesssors
actually shared is no longer mlovant, At higher lavels we
find the netivity of the d.ferent sequential prooeses, the
actual processor that had lost ita .denlity having disap-
prarec ‘o L piolure,

At level 1 we have the sc-celled “segment eontroller,”
& sequential prozess synchronized with respest to th2 drum
interrupt and tha sayertial pmaeeswes on higher lavels.
A leval | we find the responsibility to nater to the nook-
keeping reoulting ‘rom the aazcmetic baeking store. At
this level our next abetraction haas been achiovzd; at all
higher levels identif cation of infermation takee placs in
lerins o] segnenls, G sctusl storage pages that had lost
the'r entity having dissppeared ‘rom the pieture

At lavel 2 we find the “message ntampretes” taking ears
of the sllocatior. of the consale kayhoare via whieh enn-

Yolume 11 / Number & 7 Mzy, 1965

Versetions hetwaer the operator aad any of the higher
level processes ran s sarmed ont. he message intosprotor
works 1n cles2 gyachmaism with the apastar, When the
Uperatn” PUesses a <ey, a charactar | sent i “he mashina
together with an interrapt siznal o announes the nex;
kEevboard character, wheraas “he armal printing i3 done
through an output semmand genamted hy the maskina
vnder vl of the messag? ieroreter, (As far as the
Lardware is coneerned the sorsye weprinter 1= regended
as lwo independent peripharals: an input keyboard and an
vulput prialer) If onz of the processes opens a corversa-
tivn, il (denlifies itself in th2 op2ning senteaec of ke con-
versation for the Leuelit of Uhe soermlor L, bowever, the
operator opens s conversadion, b oust identify the
process e is acklowsiog, o the vprening =eoieme o) Lhe
conversation, ie. this vpening senlvove must be inler-
preted before it s hoown o which of he processs Lhe
conversation i addressed! Here Les the logical reason for
the introduction of a ssparate sequentizl process for the
consale telepruter, a reascn that is reflected in its oams,
“mcasage interprever.”

Above level 2 it is as if oach orocess had ite private con-
varsacional eonsels, The fast that they shers the same
phy#isal conzale o tranclated into o ressures restristion of
the form "ouly one conversatior w6 tire,'” & netrietion
that iz catished via mutal synchecnization. At ths
leval the next abet=eotion has brer implumented ; st higher
levels the astual console telepeinter loses s identity.
f the messago intarpreter had not boen on g highor evel
then the segment controller, then the cnly way to imple-
ment it would have beer. o make a permanent reservation
o cove for ity as the conversationn! voeabulary mighs be-
aome e (a8 sn0n as mar aperatars wish ta he adiresced
1 faney MeRanges), th's would msult ‘o ton heavy & par-
yanent denand upon eore storage. Trerefore, the vo-
cahulary ir which the messages are expressel & stred
M 32ments, i.e. 28 mfarmation uri-s that can reside on
she drum as well. For this resson th? message inlerprewer
is ore level Figher thaa the segment cantroller.’

At leve! 3 we find she sequential processes associaind
with buffering of irput streams anc unbuffering of vul-
put streams. At this level the pect abelroelion is efMeclead,
vie. she aletrastion of she actusl pecpherals used that ars
allocsed =t tais level to -he “logical communication units”
i terms of whech er> worked in the still higher levela, The
seruential processes assceinted with the peripherals ae of
a level above the message Interpeerer, becsuse th2y mush
be able to converse with the operatar (eg in the csse of
detaetad malfuneiianing). “he hnited mumber of perph-
erale spair. nets az o nsource restrietior for the processes
ot higher Jevels to bo satiofied by mutual synchronization
betwoen them.

At Jevel 4 we find the irdependent-uscr programe and
al Tevel 3 e opecelor (pot inplemnertad by usl.

The sysiem sirucsur2 has been deseriteal al el in
envier to meke the pext seeticn irtalligble,
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virtualized
peripherals

virtualized
console

virtual memory

virtualized
processor

What has been proposed?

layer 4: applications

layer 3: 1/0O & peripherals buffering

layer 2: message interpreter

layer 1: memory (segment/page) management

layer O: processor allocation & scheduling

Each layer has a different privilege mode — your
processor needs to provide 5 levels of execution modes
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parfo med. Therclore we lave sermungal the whole svstem
as o svacky of sequenlial provesses poreresing with un-

Whereis

ATV RSIIE WV UG TATLUBUYL Ul wac Uut;put Nlu;llm‘.‘b}'
farthermors, e have the “segrrent controller” associztal
with the drum and the “oesage inlerpreter” assodztad
wizh the cansols keyhoard.

Thio cnabled uc to design the whol: system in teems of
taeae cksimaet “sequeniial proccaacs.” Their harmonions
croperatior. i3 regulated by mcans of explicit rautual
aynchronizatior. stat>menta, On the one hand, vhis ex-
plizit mutual aynchronization 1 nacessary, a= we do noj
moke any assumpticn adout speed ratice: on the other
hoad, thie mutual synchronizetion 18 possible breouse
‘“dalaying ths progrees of o proscas tempomsily™ can never
bo harmful to the interior Dgio of the proeess delayed. The
funcamental ecresquence of this approach vz the ox
plizit mnlugl syneascnisation—is tkat the harmonious
eooperition o7 a sat of such sequental prososses can be
astaslishad by dizcrete reasoning; as a further consequence
the whole barmonions society of cooperating secuential
procossss s indepondert of the astaal number of proceesors
avallable {0 carry out these proces:es, prewvided the proces-
sors avaclabla ean switch “rom proeass {0 arocess

Nyglem Heerarcky, The tota epstam admitz a stroet
heerarchweal structure

Ar level 1) we lind the responsinility far procassor adle-
ration “a nne of the prooesses whose dynam' e progress is
Ingirally permissible C.e. in vew of the explicit mutnal
syreh=onizaticn). At this ‘eval “he interrupt of the real-
time clnek i3 proeessed and innradoeed to prevent any
arcesss o monopolize processing power. At this level a
oriorlty rule is incorperated 10 achieve quick response of
“be aystem where 11is i3 needed. Ony Ant ahstraction has
been aekieved; ckova lavel 0 the rumber of ancesssors
actually shared is no longer mlovant, At higher lavels we
find the netivity of the dferent seyuential procesees, the
actual processor that had lost ita .denlity having disap-
pearec. “rom e ploture,

At level 1 we nave the sc-celled “segment ecntroller,”
& sequential prozess synchronized with respect to th2 drum
interrupt and tha soynertial pmeesses on higher levels.
A leval | we find the responsibility to rater to the s0ok-
keeping resulting “rom the aazcmetic baeking stors. At
this level our next abeteaction has been achiovzd; at all
higher levels identif eation of infermation takes placs in
lerms of segnenls, e actusl storage pages that had lost
the'r ¥entity having dissppeared ‘rom the pieture

At lavel 2 we fingd the “messare ntarpretes” taking cars
of the sllocatior. of the conanle kayhoare via whieh enn-

Yolume 11 / Number & ¢ Mzsy, 1965

versetions hetwaer the operator and any of the higher
level nrocesses ran e sarmad an® I"ha mseoars infosnrotan

how?

LUruwane 1S ayieerned The 20TS) e WEPrINiEr 12 reganied
#s lwo independent peripharals: an input keyboard and an
vubput prialer) If on2 of the processes opers 4 forversa-
ticw, il denlifies itself in th2 op2ning sentenec of ke con-
versation for the Leuelit of Uie soermlor LS, bowever, Uhe
operatar opens s conversadion, I ooush identify the
provess e is aklowsiog, o U oprening =eoieawe oo Lhe
conversation, ie. this voening renlvove must be inler-
preted before it is hoown o which of Jhe processs Lhe
converzation i3 addressed! Here Les the logical reason for
the introduction of a ssparate sequentizl process for the
console teleprnter, a reascn tkat is reflected in its nams,
“mecazage interprever.”

Above level 2 it is as if oach orooses had ite privote con-
varsazional eonsels, The fast that they shers the same
phyzisal conzale is tranclated into o ressures restriztion of
the form “only ane coaversatior w. o tire,” & netrietion
that iz calished via muwal synchecnization. At ths
leval the next abet=eotion has baer implamented ; st higher
levels the astual conzoly teleprinter loses s identity.
Uf the meszogo intarpreter had not boen on g highor evel
then ‘he segment controller, then the cnly way to imple-
ment it would have beer. “o make a perrmanent reservation
o 2ove for ity as the conversationn! voeabulary mighs be-
aome e (a8 5000 as mr aperatars wish ta he addresced
1 ianey MieRanges], th's would msnlt ‘o 1on heavy s par-
yanent demand upon eore storage. Trerefore, the vo-
aahulery ir which the messages are expressed & stared
M 32ments, i.e. =8 mformation uri-3 thal can reside on
he drum as well. For this resson th message inlerprewer
is ore level Figher thaa the segment controller.’

At leve 3 we finnd the sequential processes associabnd
with buffering of irput streams avd unbeffering ol oul-
put streams. At this level the pect abelmelion s ofecled,
viz. Jhe aletrastion of she actuel pecipherals used that ars
allossed 2t tais level to -he “logical communication units”
i terms of which ers worked in the still higher lovela, The
seqquantial proeesses assceinted with the peripherals are of
a level above the message Interpreter, beesuse thay musl
be able to converse with the operatar (e in the rsse of
detaeted malfunciioning). ~“he hmitad number of periph-
erale spuir. nets as o rasourse restrietior for the processes
ot higaer Jovels to bo satisfied by mutusl synohronizarion
betwoen them.

At Jevel 4 we find the irdependent-uscr programe and
ul Tevel 3 e opecelor (not inplemertad by usl,

The system strucsur2 has been deseribeal al el in
envier to melke the rext seeticn irt2lligble,
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How they achieved these goals?

- Built the layered system to facilitate debugging
- Priority scheduling to improve turn-around time
- Mutual synchronization for sharing resource among processes

- Processor allocation for processes
- Access of the physical console among virtual consoles

- Access peripherals among user programs
- Keep this in mind, we will discuss mutual exclusion in detall later
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Where else do you see hierarchical designs?

Application

Application

Transport TCP/UDP... Transport
y

Network |PV4, IPvG Network
IEEE 802.3, IEEE 802.11 m
v
Physical <= Physical

Optical Fiber, Cooper wires, Air
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Impacts of THE

- Process abstraction

- Hierarchical system design
- Virtual memory

- Mutual Synchronization
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System Nucleus ...

2. System Nucleus

Our basic attitude during the designing was to make no
assumptions sbout the particular strategy needed to
optimize a given type of installation, but to concentrate on
the fundamental aspects of the control of an environment
consisting of parallel, cooperating processes.

Our first task was to assign a precise meaning to the
process concept, i.e. to introduce an unambiguous ter-
minology defining what a process is and how it is imple-
mented on the actual computer.

The next step was to seleet primitives for the synchro-
nization and transfer of information among parallel
processes.

Our final deecisions concerned the rules for the dynamic

Process

The pi.lrpose of the system nucleus is to implement these
fundamental coneepts: simulation of processes; communi-
cation among processes; ereation, control, and removal of

processes,

rupt system. We do not regard the system nucleus as an
independent process, but rather as a software extension of
the hardware structure, which makes the computer more
attractive for multiprogramming. Its function 18 to imple-
ment our process concept and primitives that processes can
invoke to ereate and control other processes and communi-
cate with them.
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Can multiple OSs running concurrently?

For a given installation we still need, as part of the sys-
tem, programs that control strategies of operator com-
munication, program scheduling, and resource allocation;
put 1t 18 essential tor the orderly growth of the system tha
hese operating systems be implemented as other programs.

After initial loading, the internal store contains the sys-
tem nucleus and a basic operating system, S, which can
create parallel processes, A, B, C, ete., on request from

. 'I'he processes can 1n turn create other processes,
D, E, F, ete. Thus while S acts as a primitive operating

system for A, B, and C, these in turn act as operating sys-
tems for their children, D, E, and F. This is illustrated by

process

OS #1 OS#2 (OS#3
S—The primitive OS

System Nucleus
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How many layers?

In this multiprogramming system, all privileged func-
tions are implemented in the system nucleus, which has no
built-in strategy. Strategies can be introduced at the var-
ious higher levels, where each process has the power to
control the scheduling and resource allocation of its
children. The only rules enforced by the nucleus are the
following: a process can only allocate a subset of its own
resources (including storage and message buffers) to its
children; a process can only start, stop, and remove its own
children (including their descendants). After removal of a
process, its resources are returned to the parent process.

user OS #1 OS#2 OS#3
mode S—The primitive OS

privileged System Nucleus
mode

Process
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Hierarchical design v.s. flat structure

- Hierarchical

- Ease of debugging/verification/testing

- Lack of flexibility — you can only interact with neighbor layers
- Overhead in each layer — not so great for performance

. Flat
- Flexibility/Freedom
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Announcement

- Reading quizzes due this Thursday

- We will make both midterm and final exams online this quarter
- Avoid the uncertainty of COVID-19

- Avoid high-density in the classroom (only sits 60 and we have 59
for now) during examines
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