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Recap: Take-aways of parallel programming

- Processor behaviors are non-deterministic
- You cannot predict which processor is going faster
- You cannot predict when OS is going to schedule your thread

- Cache coherency only guarantees that everyone would
eventually have a coherent view of data, but not when

- Cache consistency is hard to support



Outline

. Dark Silicon and its impact on computer architecture



Power and Energy
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Power & Energy

- Regarding power and energy, how many of the following statements
are correct?

®
®
®

@ A CPU with 10% utilization can stil
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ne power consumption

ne power consumption helps reducing the heat generation
ne energy consumption helps reducing the electricity bill

nelps extending the battery life

consume 33% of the peak power

Power&Energy




Power v.s. Energy

- Power is the direct contributor of "heat”

- Packaging of the chip

- Heat dissipation cost

- Power = Ppynamic + Pstatic

- Energy=P*ET

- The electricity bill and battery life is related to energy!

- Lower power does not necessary means better battery life if the
processor slow down the application too much



Dynamic Power



Dynamic/Active Power

- The power consumption due to the switching of transistor
states

- Dynamic power per transistor

denamic ~aXxC X N
- o average switches per cycle
- C: capacitance

V. voltage
f. frequency, usually linear with V

- N:the number of transistors
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Double Clock Rate or Double the # of Processors?

- Assume 60% of the application can be fully parallelized with 2-
core or speedup linearly with clock rate. Should we double the
clock rate or duplicate a core?

P ponamic ~ X CX V> X fx N

1

(1 = foaratietizavie) +

I
Speedup,,,,.1.(60 % ,2) = 1 o0t + &L =143

Sp eedup parallel(]?)amllelizable’ n) -

f_parallelizable
n

POW€F2— =2X Pbaseline

core

Sp €€dl/lp 2xclock = 2

1
=2X Pbaseline X ETbaseline X7 = 1.39X Energybaseline

Energy,_ 1.43

core

— N3 —
P0wer2><clock =2 X Pbaseline =8 X Pbaseline

_ "3 1 _
EnergyZXClock =27 X Pbaseline X ETbaseline X 3 =4 X Pbaseline X ETbaseline
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Dynamic voltage/frequency scaling

- Dynamically lower power for performance
- Change the voltage and frequency at runtime
- Under control of operating system — that's why updating iOS may slow down an old iPhone

» Recall: Py pmic ~ a X C X VX fXN

- Because frequency ~to V...

. denamic ~ 1o V3

- Reduce both V and f linearly

- Cubic decrease in dynamic power

- Linear decrease in performance (actually sub-linear)
- Thus, only about quadratic in energy

- Linear decrease in static power
- Thus, only modest static energy improvement

- Newer chips can do this on a per-core basis
- cat /proc/cpuinfo in linux
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Demo — changing the max frequency and performance

- Change the maximum frequency of the intel processor — you

learned how to do this when we discuss programmer’s impact
on performance

- LIKWID a profiling tool providing power/energy information
- likwid-perfctr -g ENERGY [command_line]
- Let's try blockmm and popcount and see what's happening!

14



Power & Energy

- Regarding power and energy, how many of the following statements

are correct?
® Loweringt
@ Loweringt
X Lowering t

ne power consumption helps reducing the heat generation
ne energy consumption helps reducing the electricity bill

ne power consumption

@ A CPU with 10% utilization can stil

A.
B.
C.

E.
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nelps extending the battery life

consume 33% of the peak power
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What happens if power doesn’t scale with process technologies?

- If we are able to cram more transistors within the same chip area (Moore's law continues),
but the power consumption per transistor remains the same. Right now, if put more
transistors in the same area because the technology allows us to. How many of the
following statements are true?

® The power consumption per chip will increase
@ The power density of the chip will increase

® Given the same power budget, we may not able to power on all chip area if we maintain the
same clock rate

@ Given the same power budget, we may have to lower the clock rate of circuits to power on all
chip area .

Dark Silicon
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What happens if power doesn’t scale with process technologies?

- If we are able to cram more transistors within the same chip area (Moore's law continues),
but the power consumption per transistor remains the same. Right now, if put more
transistors in the same area because the technology allows us to. How many of the
following statements are true?

® The power consumption per chip will increase
@ The power density of the chip will increase

® Givent
same C

@ Givent

ne same power budget, we may not able to power on all chip area if we maintain the
ock rate

he same power budget, we may have to lower the clock rate of circuits to power on all

chip area
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Dark Silicon and the End of Multicore
Scaling

H. Esmaeilzadeh, E. Blem, R. St. Amant, K. Sankaralingam and D. Burger
University of Washington, University of Wisconsin—Madison, University of Texas at Austin,
Microsoft Research
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Static/Leakage Power

- The power consumption due to leakage — transistors do not
turn all the way off during no operation

- Becomes the dominant factor in the most advanced process

technologies.
] Leakag.e power
Pleakage ~ NXVX e_Vf 455 . I Dynarhic powves
- N: number of transistors 500
- V. voltage Za00
- Vi threshold voltage where
transistor conducts (begins to switch) :

QOhm 65nm 40hm 28nm 20nm

Figure 1: Leakage power becomes a growing problem as demands for more performance
and functionality drive chipmakers to nanometer-scale process nodes (Source: IBS).
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Dennardian Broken

- Given a scaling factor S

Parameter Relation Classical Scaling
Power Budget 1
Chip Size 1
Vdd (Supply Voltage) 1/S
Vt (Threshold Voltage) 1/S 1/S
tex (oxide thickness) 1/S
W, L (transistor dimensions) 1/S
Cgate (gate capacitance) WL/tox 1/S
Isat (saturation current) WVdd/tox 1/S
F (device frequency) |sat/(CgateVdd) S
D (Device/Area) 1/(WL) S2
p (device power) |satVdd 1/S2
P (chip power) Dp 1

U (utilization) 1/P 1
23
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Power consumption to light on all transistors

Chip
1 1 T

1 1 1

1 1 1

=49W

Dennardian Scaling
Chip

0.50505050505050.50.50.5
0.5605050505050505050.5
0505050505050505050.5
0.50.505050505050.50.50.5
0.50505050505050.50.50.5
0.50.505050505050.5050.5
0.50505050505050.50.50.5
0.5605050505050505050.5
0.50505050505050.50.50.5
0.50.505050505050.5050.5

=50W
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Clock rate improvement is limited nowadays
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Solutions/trends in dark silicon era



Trends in the Dark Silicon Era

- Aggressive dynamic voltage/frequency scaling

- Throughout oriented — slower, but more

- Just let it dark — activate part of circuits, but not all
- From general-purpose to domain-specific — ASIC
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Aggressive dynamic frequency
scaling



Modern processor’s frequency

Intel® Core™ i19-9900K Processor

16M Cache, up to 5.00 GHz

CPU Specifications

Essentials

Product Collection # of Cores 7 8

Code Name

# of Threads 7
Vertical Segment

?
Processor Number ? Processor Base Frequency -

Status Max Turbo Frequency 7
Launcn Date 7
Cache 7 16 MB Intel® Smart Cache
Lithography ?
Bus Speed 7 8 GT/s
Included |tems
, Intel® Turbo Boost Technology 2.0 Frequency¥ 7 5.00 GHz
Use Conditions 7
Recommended Customer Price  ? TDP g5 W
C— —— W
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Dynamic/Active Power

- The power consumption due to the switching of transistor
states

- Dynamic power per transistor

denamic ~aXxC X N
- o average switches per cycle
- C: capacitance

V. voltage
f. frequency, usually linear with V

- N:the number of transistors
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Recap: Demo — changing the max frequency and performance

- Change the maximum frequency of the intel processor — you

learned how to do this when we discuss programmer’s impact
on performance

- LIKWID a profiling tool providing power/energy information
- likwid-perfctr -g ENERGY [command_line]
- Let's try blockmm and popcount and see what's happening!
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Static/Leakage Power

- The power consumption due to leakage — transistors do not
turn all the way off during no operation

- Becomes the dominant factor in the most advanced process
technologies

P..eee ~ FIOW @bout static power’?
- N: number of transistors
- V. voltage a00

- Vy: threshold voltage where
transistor conducts (begins to switch) :

chm

90nm 65nm 40hm 28nm 20nm

Figure 1: Leakage power becomes a growing problem as demands for more performance
and functionality drive chipmakers to nanometer-scale process nodes (Source: I1BS).
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Slower, but more



Single-ISA Heterogeneous Multi-
Core Architectures: The Potential for
Processor Power Reduction

Rakesh Kumar, Keith I. Farkas*, Norman P. Jouppi*,
Parthasarathy Ranganathan*, Dean M. Tullsen

UCSD and HP Labs*

In the 36th Annual IEEE/ACM International Symposium on Microarchitecture, 2003.
MICRO-36., 2003
MICRO Test-of-time award, 2027
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Areas of different processor generations

. You fit about 5 EV5 cores within the same area of an EV6

- If you build a quad-core EV0, you can use the same area to
- build 20-core EV5
- SEV6+5EV5

Processor EV5s | EV6 EVo+
Issue-width 4 6 (000) 6 (000)
I-Cache 8KB, DM | 64KB, 2-way || 64KB, 2-way
D-Cache 8KB, DM | 64KB, 2-way || 64KB, 2-way EV4 _—
Branch Pred. 2K-gshare | hybrid 2-level || hybrid 2-level EVE

Number of MSHRSs 4 8 16

Number of threads 1 1 4 EV6

Area (in mnm?) 5.06 24.5 29.9
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Single ISA heterogeneous CMP

- Regarding “Single-ISA Heterogeneous Multi-Core Architectures”, how many of the following
statements is/are correct?

® You need to recompile and optimize the binary for each core architecture to exploit the thread-
level parallelism in this architecture

@ For a program wit
better or at least t

® For a program wit
better or at least t
generation cores

®
A.
B.
C.
D.
E.

WO NDN-—-O0

N limited thread-level parallelism, single ISA heterogeneous CMP would deliver
ne same level of performance than homogeneous CMP

N rich thread-level parallelism, single ISA heterogeneous CMP would deliver

ne same level of performance than homogeneous CMP built with older-

Spending more instructions on older-generation cores would always lead to better energy-delay

Big.Little




Energy-delay

O Energy

- Energy * delay = Power *ET * Rreromencteecton i
ET = Power * ET?

0.6 -

0.4
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Benchmark | Total % of 1nstructions per core Energy ED 12 D* Perf.
switches EV4 | EVS EVé6 EV8- Savings(%) | Savings(%) | Savings(%) | Loss (%)

ammp 0 0 0 0 100 0 0 0 0
applu 27 2.2 33.6 7.1
apsl 2 0 22.9 3.1
art 0 0 72.6 3.3
equake 20 0 70.1 3.9
fma3d 0 0 0 0
wupwise 16 0 66.2 10.0
bzip 13 0 : 5. : 37.2 2.3
crafty 0 0 0 0 100 0 0 0 0
eon 0 0 0 100 0 77.3 76.3 75.3 4.2
gzip 82 0 0 95.9 4.1 74.0 73.0 71.8 3.9
mcf 0 0 0 0 100 0 0 0 0
twolf 0 0 0 0 100 0 0 0 0
vortex 364 0 0 73.8 26.2 56.2 51.9 46.2 9.8
Average I(median) 0.2% 0% 54.8% | 45.0% 38.5% 37.0% 35.4% 3.4%
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4EV6 v.s. 20 EV5 v.s. BEV6+5EV5
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4EV6 v.s. 20 EV5 v.s. BEV6+5EV5
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Single ISA heterogeneous CMP

- Regarding “Single-ISA Heterogeneous Multi-Core Architectures”, how many of the following
statements is/are correct?

® You need to recompile and optimize the binary for each core architecture to exploit the thread-level
parallelism in this architecture

For a program with limited thread-level parallelism, single ISA heterogeneous CMP would deliver

better or at least the same level (less than 10% difference) of performance than homogeneous
CMP

® For a program with rich thread-level parallelism, single ISA heterogeneous CMP would deliver

better or at least the same level of performance than homogeneous CMP built with older-
generation cores

@ Spending more instructions on older-generation cores would always lead to better energy-delay

B
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ARM's big.LITTLE architecture
big.LITTLE system

Interrupt Controller

Rest of system
- ‘ (GPU, Video, Display, etc.)

big LITTLE

Coherent Interconnect

Memory Controller
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More cores per chip,

Products Solutions Support

Intel” Xeon® Processor F7-889C

vad
Cratus Launched
Launch Date €@ Q216
Lithography @ Tdnm

Performance

# of Cores @

# of Threads @ 48
Processor Base lrequency € 2.20 GHz
Max Turbo Frequency O 3.40 GHz
Cache € 50 MB
Bus Speed € 2.6 GT/=
il of OFI Links © 3

TOP O 165 W

Int2|® Xeon® Processor F7-886G3

vd

Launched

3.20 GHz

3.50GHz

€0 ME

9.6 GT/s

140 W

slower per core

Intel” Xeon® Frocessor F7-8880

vd

Launched

44

Z2.20GHz

3230 GHz

55 MB

a5 GT/s

(¥
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Essentials

Product Collecticr
Code Nam2
Vertical Segment
Processor Number
Off Roadmap
Status

Launch Date 7

Lithography ?

Performance

# ol Cores 7

# of Threads 2

Processor Base Frequency
Max Turoo Frequency ?
Cache 7

TOP 7

s’

Xeon Phi

a7

Intel” Xeon Phi™ 72x5 Processor Famiy
Praducts formerly Knights M LI

Server

7295

No

Launched

0417

"4 nm

36 MB L2 Cache




ise of GPU
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Each of these performs
the same operation, but
each of these is also a

“"thread"”

SMX
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Just let it dark



NVIDIA's Turing Architecture

Fp64 ) INT JFp32 § TCU

Load/Store



Programming in Turing Architecture

Use tensor cores

cublasErrCheck(cublasSetMathMode(cublasHandle, CUBLAS TENSOR OP MATH)):
ggﬁ&g%tgEQf?QFﬁ&érEQQJEMATRIX_M * MATRIX K + 255) / 256, 256 >>> (a_fplé, a_fp32,
ATRIX M *x MATRIX K):

convertFp32ToFpl6é <<< (MATRIX_K * MATRIX_N + 255) / 256, 256 >>> (b_fplé6, b_fp32,
ATRIX _K *x MATRIX _N):

cublasErrCheck(cublasGemmEx(cublasHandle, CUBLAS OP_N, CUBLAS OP_N,
MATRIX M, MATRIX_N, MATRIX K,
&alpha,
a_fplé, CUDA_R_16F, MATRIX_M,
b _fplé, CUDA_R_16F, MATRIX K,
&beta,
c_cublas, CUDA_R_32F, MATRIX_M,
CUDA_R_32F, CUBLAS_GEMM_DFALT_TENSOR_OP)):

call Gemm
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NVIDIA's Turing Architecture

I

|

|

|

|

|

|

|

|

|

|

You can only use either type of these ALUs, but not all of them
| |

Load/Store ' SPU




The Rise of ASICs



Say, we want to implement a[i] += a[i+1]*20

- This is what we need in RISC-V in each iteration

1d X1, o(xe) NG ERIEIN
1d X2, 8(X0) IF b | EX [MEM| W

add X3, X31, #20 F b | Ex [MEm| WER
mul X2, X2, X3 CF b EX [MEM| W
add X1, X1, X2 F b | EX [MEM| W

sd X1, o(Xxe) _IF b EX [MEM W
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This is what you need for these instructions

PCWrite

IF/IDWrite Tiﬁ‘ |
|

J_ 1
( Hazard Detection | ID/EX MemoryRead
Adder
Reg2loc
—
Adder F 0
4 Branch J
MemoryRead
sl=| Control ||  MemioReg }
Z& ; ALUOp B
§ D, MemoryWrite
2 ALUSrc
RegWrite B
Instruction e Ve T
[9:5]' |Read
. Register 1 m
m O »|Read Tix
ux (ol Address Read 0
1 Datal [ | .
Instruction [ | ol Read k Zero -
[31:0] ;
Register 2 ALU o 9| Address gi?;j
) Read | |
5| Write Data 2 0
Instruction Register it m
| Write . S
memory i Data Reglsters 1 ForwardA Write
| RegWrite - — Data Data
orwar
ID/EXE.RegisterRm ID/EXE.RegisterRn memory
Inbtructio Sj \
[31:0 Ign- J —
extend ‘ x
Ingtructio EX/MEM.MemoryRead
[31:21] W ‘ EX/MEM .RegisterRd
‘ | o
PAN Instruction[4:0] A ¥ Forwardin \4 = ﬂ o
IF/ID | ID/EX 9 ] EX/MEM MEM/WB
T MEM/WB.RegisterRd

o]4)



Specialize the circuit

MEM/WB.RegisterRd

PCWrite
IF/IDWrite ] ‘
—
[ Hazard Detection | ID/EX-MemoryRead
Reg2lLoc Adder
]
Adder T 0
Branch
MemoryRead
sl= Control E‘ MeniToReg ‘
b B X ALUOp |
= o, MemoryWrite
2 ALUSrc
RegWrite
Instruction e P |
[9:5] Read
Register 1 m
m | O »|Read T
ux al Address Read | | 0
1 Data >
Instruction | | JRead o Zero "
[31:0] )
Register 2 ALU o-9—»| Address gead 1
Read ot
y Vrite Data2 || 0
Instruction Register 2
memor | rTe - > |
y Data Reglsters 1 \@rwar% Write
| RegWrite - — Data Data
orwar
|D/E E.RegisterRm |D/EXER9 isterRn memory
Inbtructio Sign- ‘
We don’t need SO end |
o o o Indtructio EX/MEM.MemoryRead
instruction fetch given igfzn EX/MEM RegisterRd
it's a fixed function - ewustonaro L T ——— = A T A
IF/ID | ID/E L 9 ) EX/MEM MEM/WB
L
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We don't need these
many registers, complex
control, decode

We don't need
instruction fetch given
it's a fixed function

Specialize the circuit

]

Instruction

[ Hazard Detection | ] ID/ExXMemonyRead
Adder
Reg2loc
]
00—
Branch
MemoryRead
m
= Control ; MemToReg
— X ALUOD |
a2 MemoryWrite
ALUSrc
RegWrite
Instruction ~ e
[9:5] Read
Register 1 1m
ux
Read | | 0
Data 1 Zero >
» Read
Register 2 ALU o 9| Address gi?s ‘
) Read | |
Write Data 2 0
" | Register om
: 3uX
_|Write ‘
RegWrite - — Data Data
orwar
|D/E E.RegisterRm |D/EXER9 isterRn memory
Inptructio Sian-
[31:0 Ign —
extend 1
Ingtructio EX/MEM.MemoryRead
[31:21] W EX/MEM .RegisterRd
Instruction[4:0] <X~ ¥ Forwardin | e A T AN
ID/EX k. 9 ] EX/MEM MEM/WB
T MEM/WB.RegisterRd
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We don’t need ALUs,
branches, hazard
detections...

We don't need these
many registers, complex
control, decode

We don't need
instruction fetch given
it's a fixed function

Specialize the circuit

[ Hazard Detection | ] | P/EXMemoryRead

00—

Branch
MemoryRead

.

Adder

Control

MemTloReg
ALUOp

MemoryWrite

ALUSIc

RegWrite

| Read

Read

o—————mRegister2  Data 2

Write

Write
Data

Register 1

Register

Read

Data1
Read

Reqisters

RegWrite

Zero

ALU

Address

Write
Data Data

A 4

Read

Data

memory

I

Instruction[4:0] a

ID/EX

VAN
EX/MEM

VAN
MEM/WB

MEM/WB.RegisterRd
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Specialize the circuit

Branch
MemoryRead
Contro| MemToReg
ALUOp
/ MemoryWrite T
ALUSrc \ ‘
RegWrite |
We don't need big ALUs, B
branches, hazard
i Read u >
detections... |Register1 et S BN
Read Read Read ‘
e nRegister2  Data 2 ALU —¢—>| Address Data ‘
We don’t need these Rogiter H %
many registers, complex e Registers g |
control, decode " RegWirite Write
Data Data
| memory
We don't need ° > ] B
instruction fetch given |
it'S a fixed funCtion * Instruction[4:0] A as AN
| ID/EX EX/MEM MEM/WB
MEM/WB.RegisterRd

oV




1d
1d
ad
mL
ad

SC

O O

X1,
X2,
X3,
X2,
X1,
X1,

Rearranging the datapath

0(X0)
8(X0)
X31, #20
X2, X3
X1, X2
0(X0)

Data
memory

o——e— Address

'>Adder

Data
memory

Register
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The pipeline for a[i] += a[i+1]*20

Each stage can still
be as fast as the
pipelined
processor

But each stage is
now working on
what the original 6
instructions would
do

a[3] +=a[4]*20

a[1] +=a[2]*20

— ¢ —b

Data
memory

Address

Rea
Data |-

d

F Register

8-

>Adder

Read

pAddress

Data

Data
memory

62

+ Register

20-

Adder

a[0] += a[1]*20

Address

ri
Data

Data
memory




Announcement

- Project due tonight — try your best
- Assignment #4 due this Wednesday

- IEVAL, until 12/3

- Please fill the survey to let us know your opinion!

- Don't forget to take a screenshot of your submission and submit through iLearn —
it counts as a full credit assignment

- We will drop your lowest 2 assignment grades

- Final Exam

- Starting from 12/6 to 12/10 12:00pm, any consecutive 180 minutes you pick
- Similar to the midterm, but more time and about 1.5x longer

- Two of the problem sets will be comprehensive exam questions

- Will release a sample final at the end of the last lecture

134



