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Recap: Definition of “Performance”

1
P r'iror -
€ fO mance Execution Time
; ' ] Cycles
Execution Time = Lstructions % — ‘ X Seconds
Program Instruction Cvcle
ET = IC X CPIX CT /
1

1GHz = 10°Hz = —sec per cycle = 1 ns per cycle :
10° Frequency(i.e.,clock rate)
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Recap: Definition of “Speedup”

- The relative performance between two machines, X and Y.
Y Is n times faster than X

Execution Timey,

n = ; :
Execution Timey

- The speedup of Y over X

Execution Timey,

Speedup =

Execution Timey



Recap: demo — programmer & performance

for(i = 0; 1 < ARRAY_SIZE; i++)
{
for(j = ©; j < ARRAY_SIZE; j++)
{
c[1i1[3j] = al1]1[jl+b[1]1[3];

for(j = ©; j < ARRAY_SIZE; j++)
{
for(i = ©; 1 < ARRAY_SIZE; i++)
{
c[i]1[j] = ali1l[j1+b[11[j];

; }
; }
O(n 2) Complexity O(n 2)
Same Instruction Count? Same
Same Clock Rate Same

Better CPI Worse
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Recap: How programmer affects performance?
- Performance equation consists of the following three factors
C
@’ Cpl
&cT

How many can a programmer affect?
A. O

B. 1
C. 2
.3



Recap: programming languages & performance

- How many instructions are there in “Hello, world!"

Instruction count




Recap: demo revisited — compiler optimization

- Compiler can reduce the instruction count, change CPI
— with “limited scope”

- Compiler CANNOT help improving “crummy” source code

for (unsigned ¢ = @; ¢ < arraySizex1000; ++c) {
1f (datalc%arraySizel] >= INT_MAX/2)
sum ++;



Summary of CPU Performance Equation

1
Performance =
f Execution Time
: : Instructi Cycles [y d
Execution Time = 22220 « ¢ 2N
Program Instruction Cycle

ET=I1CXCPIXCT

- |C (Instruction Count)
- ISA, Compiler, algorithm, programming language, programmer
- CPI (Cycles Per Instruction)

- Machine Implementation, microarchitecture, compiler, application, algorithm,
programming language, programmer

- Cycle Time (Seconds Per Cycle)
- Process Technology, microarchitecture, programmer
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Instruction Set Architecture (ISA)
& Performance



Recap: ISA — the interface b/w processor/software

- Operations

- Arithmetic/Logical, memory access, control-flow (e.g., branch,
function calls)

- Operands
- Types of operands — register, constant, memory addresses

- Sizes of operands — byte, 16-bit, 32-bit, 64-bit
- Memory space

- The size of memory that programs can use

- The addressing of each memory locations

- The modes to represent those addresses
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Popular ISAs
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The abstracted "RISC-V" machine
e e CPU W@S@r@n& >

:  FP Registers Registers Program Counter : 0x0000000000000008

: FO X0 ; 0x0000000000000010

: F1 X1 0x0000000000000004 : 0x0000000000000018

: F2 X2 : 0x0000000000000020

' F3 X3 : 0x0000000000000028

: F4 X4 ’ ‘ : 0x0000000000000030

I F5 X5 add ; 0x0000000000000038

: F6 X6 sub . :

: F7 X7

: F8 X8 mul

: F9 X9 dilv

:F10 X10 :

PF11 X11

:F12 X12 ; : : ;

:F13 X13 : 264 Bytes
LF14 X14 5 : : ’

:F15 X15 1w

1F16 X16

‘F17 X17 1d nd

‘F18 X18 Sw ,

:F19 X19 sd andi

-F20 X20 J . ori

:F21 X21 * : xori

F22 X22 \ 5 :

: F23 X23 \ s ALU ; : :

1 F24 X24 ; :

LF25 X25 : === : OxFFFFFFFFFFFFFFCO_

1 F26 X26 ! : OXFFFFFFFFFFFFFFC8

:F27 X7 h beg OxFFFFFFFFFFFFFFDO T-d. ]
128 X28 . blt ; OXFFFFFFFFFFFFFFD8 \
:F29 X29 ! : OxFFFFFFFFFFFFFFEQ \
:F30 X30 : hal : OxFFFFFFFFFFFFFFES :
:Fa X31 ' — : OxFFFFFFFFFFFFFFFO :
O T AT S S et et een e een e E OXFFFFFFFFTEFFTFTS ‘ A




Outline

. Definition of "Performance”
- What affects each factor in “Performance Equation”
- |nstruction Set Architecture & Performance
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Subset of RISC-V instructions

Category Instruction Usage Meaning
Arithmetic add add x1, x2, x3 X1 = X2 + x3
addi addi x1,x2, 20 X1 = x2 + 20
sub sub x1, x2, x3 X1 = X2 - X3
Logical and and x1, x2, x3 X1 = x2 & %3
or or x1, x2, x3 X1 = x2 | x3
andi andi x1, x2, 20 X1 = x2 & 20
sll sll x1, x2, 10 X1 = x2 *x 2710
srl srl x1, x2, 10 x1 = x2 / 2710
Data Transfer 1d 1d x1, 8(x x1 = mem[x2+8] i
o od  xL 8(Xilj)he only mp[gzqijng,g{yctlons can access memory
Branch beq beq x1, x2, 25 if(x1 == x2), PC = PC + 100
bne bne x1, x2, 25 if(x1 !'= x2), PC = PC + 100
Jump jal jal 25 $ra = PC + 4, PC = 100

jr Jjr $ra PC = $ra
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Popular ISAs

Core™i?7

BIONIC
8cX
educed Inst N Se yute (RIS(%)

Qualcomm

snapdragon

SWeRvCcore.



How many operations: CISC v.s. RISC

- CISC (Complex Instruction Set Computing)
- Examples: x86, Motorola 68K

- Provide many powerful/complex instructions
- Many: more than 1503 instructions since 2016

- Powerful/complex: an instruction can perform both ALU and memory operations
- Each instruction takes more cycles to execute

» RISC (Reduced Instruction Set Computer)

- Examples: ARMvS, RISC-V, MIPS (the first RISC instruction, invented by the
authors of our textbook)

- Each instruction only performs simple tasks
- Easy to decode

- Each instruction takes less cycles to execute
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The abstracted x86 machine

-
-~
- -
--------------
------

Registers
RAX
RBX
RCX
RDX —
RSP ADD
RBP
ko SUB
RDI IMUL
R8
R9
R10
R11
R12
R13
R14 *.
R15 NI
:  RIP
S W:\els] — AND
: CS TT1OR_
SS XOR
DS
£o - MOV
kS \ 5
GS ' >ALU
4 5 § —
04-bit ',' IMP
' JE
CALL
' RET
' \——

-
-----
-----------------------------------------------

0x0000000000000000

Memory
‘§

0x0000000000000008

0x0000000000000010

0x0000000000000018

0x0000000000000020

0x0000000000000028

0x0000000000000030

0x0000000000000038

OXFFFFFFFFFFFFFFCO
OXFFFFFFFFFFFFFFCS
OXFFFFFFFFFFFFFFDO
OXFFFFFFFFFFFFFFDS
OXFFFFFFFFFFFFFFEQ
OXFFFFFFFFFFFFFFES

OXFFFFFFFFFFFFFFFQ]

OXFFFFFFFFFFFFREFS

-
----------

n.»

264 Bytes



RISC-V v.s.x86

RISC-V x86
ISA type Reduced Instruction Set Complex Instruction Set
Computers (RISC) Computers (CISC)
instruction width 32 bits 1~ 17 bytes
code size larger smaller
reqgisters 32 16
base+offset
addressing modes reg+offset base+index

scaled+index
scaled+index+offset

hardware simple complex
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https://www.pollev.com/hungweitseng close in 01:00

RISC-V v.s.x86

- Using the same language, the same source code, regarding the compiled program on

x86 and R
® TheR
®@ TheR
® TheR

SC-V, how many of the following statements is/are “generally” correct?
SC-V version would contain more instructions than its x86 version
SC-V version tends to incur fewer memory accesses than its x86 version

SC-V version needs a processor with higher clock rate than its x86 version if the

CPI of both versions are similar

@ The RISC-V version needs a processor with lower CPI than its x86 version if the x86
processor runs at the same clock rate

0

mo O WP
D W N -
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https://www.pollev.com/hungweitseng close in 01:00

RISC-V v.s.x86

- Using the same language, the same source code, regarding the compiled program on
XSyd RISC-V, how many of the following statements is/are “generally” correct?

Jhe RISC-V version would contain more instructions than its x86 version
Jh

e RISC-V version tends to incur fewer memory accesses than its x86 version
RISC-V version needs a processor with higher clock rate than its x86 version if the

P| of both versions are similar

J he RISC-V version needs a processor with lower CPI than its x86 version if the x86
rocessor runs at the same clock rate
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Amdahl's Law—and It's
Implication in the Multicore Era

H&P Chapter 1.9
M. D. Hill and M. R. Marty. Amdahl’s Law in the Multicore Era. In Computer, vol. 41, no. 7, pp. 33-38, July 2008.



Amdahl’'s Law

1
(- +%

Spe edupenhanced(f’ 5) =

f— The fraction of time in the original program
S — The speedup we can achieve on f

e

2
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Execution Timey,, ;...
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C SpeeduPapanced =

Execution Tlmeenhanced_

NV
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Amdahl’'s Law

1
Sp eedup enhanced(f’ S ) —

(1—f)+1

ExeCUtion Timebaseline — 1

ExeCUtion Timeenhanced — (1 ‘f) + f/S <

Execution Timey, ... 1

Speedu = =
P Penhanced Execution Time,,}, . 0 (1—f)+ f
\)
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https://www.pollev.com/hungweitseng close in 01:00

Recap: Speedup

- Assume that we have an application composed with a total of 500000
iInstructions, in which 20% of them are the load/store instructions with an
average CPIl of 6 cycles, and the rest instructions are integer instructions
with average CPI of 1 cycle when using a 2GHz processor.

- If we double the CPU clock rate to 4GHz that helps to accelerate all instructions
by 2x except that load/store instruction cannot be improved — their CPI will
become 12 cycles. What's the performance improvement after this change?

- No change

- 1.25

- 1.5

. 2

- None of the above
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Recap: Speedup

- Assume that we have an application composed with a total of 500000
iInstructions, in which 20% of them are the load/store instructions with an
average CPIl of 6 cycles, and the rest instructions are integer instructions
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Recap: Speedup

- Assume that we have an application composed with a total of 500000
iInstructions, in which 20% of them are the load/store instructions with an
average CPIl of 6 cycles, and the rest instructions are integer instructions
with average CPI of 1 cycle when using a 2GHz processor.

- If we double the CPU clock rate to 4GHz that helps to accelerate all instructions

by 2x except that load/store instruction cannot be improved — their CPI will
become 12 cycles. What's the performance improvement after this change?

- No change ET=ICXCPIXCT 1

ETpseline = (5 X 10°) X (20% X 6 + 80% X 1) X = sec =577
. 15 ET upancea = (5 X 10°) X (20% X 12 + 80% X 1) X -——=sec = 47
. 2 Spee dup _ Execution Timey, ;...

Execution Time,,;, ncod

- None of the above

5
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Replay using Amdahl’s Law

- Assume that we have an application composed with a total of 500000
iInstructions, in which 20% of them are the load/store instructions with an
average CPIl of 6 cycles, and the rest instructions are integer instructions
with average CPI of 1 cycle when using a 2GHz processor.

- If we double the CPU clock rate to 4GHz that helps to accelerate all instructions

by 2x except that load/store instruction cannot be improved — their CPI will
become 12 cycles. What's the performance improvement after this change?

How much time in load/store? 500000 % (0.2 X 6) x 0.5 ns = 300000 ns — 60 %
How much time in the rest? 500000 x (0.8 x 1) X 0.5 ns = 200000 ns — 40 %

Speedu ,8) = -
P penhanced(f ) (1 —1) +é

— 1 —
Speedupenhanced(4o Te 2) = (1 — 40%) + 40% = 1.25 X

28
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https://www.pollev.com/hungweitseng close in 01:00

Practicing Amdahl’'s Law

1000 -

- Final Fantasy XV spends lots of time loading a
map — within which period that 95% of the

time on the accessing the H.D.D.,, the rest in the = RN Gr e
operating system, file system and the 1/O

_}" STEAM STORE COM

100 -

10 -

protocol. If we replace the H.D.D. with a flash  |Erraisumessms—"
drive, which provides 100x faster access time. [~ [EEr=reR - ° " Disk ~ Flash
By how much can we speed up the map Load times [V G
loading process? B s davones
A. ~7/X
B. ~10x
C. ~17/x
D. ~29x
E. ~100x
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Practicing Amdahl’'s Law

1000 -
- Final Fantasy XV spends lots of time loading a

map — within which period that 95% of the
time on the accessing the H.D.D., the rest in theg RN G AL
operating system, file system and the |/O i~ .
protocol. If we replace the H.D.D. with a flash  |[ErEarssmsssps—"

)" STEAM STORE COM

100 -

10 -

0

drive, which provides 100x faster access time. [~ [EESSErsea_. Disk  Flash
By how much can we speed up the map Load times  [EPONE G it
loadin gp rocess? lh“;"orr':f;"r: e ﬁ:::.::":; B 60 sryne e
A. ~7X
B ~10x i
Speedupenhanced(95 7% ,100) = % 16.81 X
D. ~29x (1 +95%) + <55
E. ~100x
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Amdahl’'s Law on Multiple Optimizations

We can apply Amdahl’s law for multiple optimizations

These optimizations must be dis-joint!
If optimization #1 and optimization #2 are dis-joint:

fopt fopt2 1-fopt1-fopte

1
Speedup ., panced Optl’f Opt2> SOpt1> SOpt2) —

f_Optl f_Opr2
(1 _fOPﬂ _fOsz) | s_Optl | s_Opt2

If optimization #1 and optimization #2 are not dis-joint:

fOnIyOpt1 fOnIyOpt2 fBothOpt10pt2 1 'fOnIyOpt1 'fOnIyOptZ'fBothOpH Opt2

Speedup oppanced Jontyopit> Jontyopi2s JBothopt1 0pi2s Sontyopit> Sontyopi2s SBothop opi2) i

f_BothOpt10pt2 4 f_OnlyOpt1 4 f_OnlyOpt2
s_BothOpt10pt2 s_OnlyOptl s_OnlyOpt2

( 1 - f OnlyOptl — f OnlyOpt2 ~— f BothOpt1 Opt2) + +
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Practicing Amdahl's Law (2)

- Final Fantasy XIV spends lots of time loading a 10007
map — within which period that 95% of the time Q STEAM
on the accessing the H.D.D., the rest in the
operating system, file system and the I/O protocol. EENYSZAN:S R AV

100 -

10 -

If we replace the H.D.D. with a flash drive, which ) [r—
provides 100x faster access time and a better FINAL FANTASY XV VANDOWS EDITION - Gareral D
processor to accelerate the software overhead by Rl -simuiecrom Sakure B+ % ’ Disk  Flash
2x. By how much can we speed up the map Load times  Svatem  Sraem'e 1568
loading process? i gamofom an 1205 M n s s ety k. &y o
A. ~7/X
B. ~10x
C. ~17x
D. ~29x
E. ~100x
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Practicing Amdahl's Law (2)
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Practicing Amdahl's Law (2) »-

- Final Fantasy XIV spends lots of time loading a 10007
map — within which period that 95% of the time i) STEAM'  store com
on the accessing the H.D.D., the rest in the
operating system, file system and the I/O protocol. EENYSZAN:S R AV
If we replace the H.D.D. with a flash drive, which ) [r—
provides 100x faster access time and a better FINAL FANTASY X0 VANDOWS EDITION - Gareral D

100 -

10 -

0

processor to accelerate the software overhead by Rl -simuiecrm Sekura - e Disk  Flash
2x. By how much can we speed up the map e e ) Fle % Qperating  miSCS

Ioad | ng proceSS? | run this game from an 7200 RPM hargdrive and load times ere pretty long... do anyone run
- g
A. ~7X

B. ~10x |
C. 17x Speedup,..;.......(95 % ,5 % ,100,2) =

E. ~100x

= 28.98 X

(1 —95% — 5%) + 25 + 2
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Speedup further!

- With the latest flash memory technologies,

the system spends 16% of time on
accessing the flash, and the software

overhead is now 84%. If we want to adopt
a new memory technology to replace flash
to achieve 2x speedup on loading maps,

how much faster the new technology
needs to be?

A. ~bx
~10x
~20x
~100x

None of the above

mouow

36
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FINAL FANTASY XV VANDOWS EDITION D|sk Flash FaSt NVM
] File Operating m iSCSI m Hardw

. ~Simulacrum Sakura §i System

Load times

System

| run this game from an 7200 RPM hardrive and load times ere pretty long... dc anyone run
this game form an SSD7? are load times good?
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2000

Speedup further!

- With the latest flash memory technologies,
the system spends 16% of time on
accessing the flash, and the software

1000 -

100 -

10 -
overhead is now 84%. If we want to adopt )
a new memory technology to replace flash [FENEEE————— o P ———
. . 2 : IS as as
to achieve 2x speedup on loading maps, ) File Operating m iSCSI W Hardw
. ~Simulacrum Sakura §& System System

how much faster the new technology

Load times
needS tO be? | run this game from an 7200 RPM haradrive and load times ere pretty long... dc anyone run
this game form an SSD7? are load times good?
A. ~bx
B. ~10x 1
Speedu 16 % ,x) = =2
C. ~20x  PEClMPennanced 1670-X) = 16%
D. ~100x =047
p— . o ]
E_None of the above Does this make sense*
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Amdahl’'s Law Corollary #1
- The maximum speedup is bounded by

1
(1-f)+5
1
(=5

Speedup,, . (f, c0) =

Speedup,. . (f, ) =
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2000

Speedup further!

- With the latest flash memory technologies,
the system spends 16% of time on
accessing the flash, and the software

1000 -

100 -

10 -
overhead is now 84%. If we want to adopt )
a new memory technology to replace flash [FENEEE————— o P ———
. . 2 : IS as as
to achieve 2x speedup on loading maps, ) File Operating m iSCSI W Hardw
. ~Simulacrum Sakura §& System System

how much faster the new technology Load times
need S tO be? | run this game from an 7200 RPM hardrive and load times ere pretty long... dc anyone run

this game form an SSD7? are load times good?

A. ~bx

B. ~10x _ 1 _

C 20 Speedup,, . (16 % , 00) = T 16m = 1.19

D. ~100x 2x is not possible

E. None of the above
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Corollary #1 on Multiple Optimizations

- If we can pick just one thing to work on/optimize

1
(1 Ifl)
T-7 The biggest f, would lead
l to the largest Speedup max!
(1 I]%)

(1= f4)

Speedup,. . (fi,0) =
Speedup,, . (f,, 00) =
Speedup,, . (f3,00) =
Speedup,. . (f,,0) =
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Corollary #2 — make the common case fast!

- When f is small, optimizations will have little effect.

- Common == most time consuming not necessarily the most
frequent

- The uncommon case doesn’'t make much difference

- The common case can change based on inputs, compiler
options, optimizations you've applied, etc.
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