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• Memory access is the main bottleneck in modern Von-Neumann 
architecture.
• CPU-memory performance gap
• Off-chip access is expensive!

• People think about implanting computing logic into the memory 
unit.
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PIM (Processing in Memory)
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PRIME (ISCA’16)
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Dot operation using Re-RAM

(ISAAC, ISCA’16)



• In previous Re-RAM accelerators,
• they support only dot-product operation.
• we need to manually map specialized kernel to the memory arrays.
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Why this paper?



• In previous Re-RAM accelerators,
• they support only dot-product operation.

• ISA beyond dot-product
• we need to manually map specialized kernel to the memory arrays.

• Compiler
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Proposed architecture: In-Memory Data Parallel Processor
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Architecture & ISA

3-stage pipeline 
- XB 
- ADC 
- S/A
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Compiler
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Execution model



• Baseline 1: Intel Xeon E5-2697 v3 multi-socket server
• Baseline 2: Nvidia Titan XP
• In-Memory Processor(IMP)
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Testbed
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Operations
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Speedup



13

Power & Energy
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Compiler optimization

MaxDLP: one IB for a module 
- cannot exploit ILP 
- under utilization with small small size 

MaxILP: maximum IBs for a module 
- serialization overhead 
- need to invoke kernel multiple time (SIMD slot < data)  

MaxArrayUtil: considering #of SIMD slots  
     needed by input data



• QnA

15

Thanks
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Re-RAM array operations


