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Why?
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• 131.4W for the motor 
• Total power budget of all other things — 5.6W 
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Unmanned Aerial Vehicles



• General-purpose processor is not very energy-efficient 
• Compute power can be more significant as actuators keep 

evolving
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Why RoboX



• Holistic/cross-layered system design instead of single-point/
local optimizations. 

• Distributed computing instead of centralized computing. 
• Massive, wimpy processing units instead of single, powerful 

processing unit. 
• Domain-specific design instead of general-purpose 

architectures.
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Recap: What can we do?



• The common part in their algorithms — using Cholesky 
decomposition and forward/backward substitution to solve the 
following linear system — This process is repeated until 
convergence, after which the control decisions are supplied to 
the quadrotor.
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The opportunity for an accelerator



What?
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• An end-to-end solution includes 
• Hardware accelerator for the core model predicative control (MPC) 

algorithms 
• Domain specific language (DSL) for RoboX
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What is “RoboX”



• Compute Units 
• Compute Clusters 
• Compute-enabled 

interconnect 
• Programmable Memory  

Access Engine
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The accelerator



• Why compute-clusters? 
• Data-level parallelism as many 

inputs are vectors/matrices
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Compute Units and Compute Clusters



• Multiple-add 
• Why compute-

enabled interconnect?
— Reduce the 
bandwidth for 
propagating data 

• How to decide the 
usage of them? — 
DSL + Compiler
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Compute-enabled interconnect



The language
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The ISA
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Example code
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How?
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Methodology
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How’re they doing? — Speedup
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Performance-per-watt
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• To move beyond conventional approaches of profiling and partially mapping code regions to 
specialized hardware modules, we build our acceleration solution atop an algorithmic understanding 
of the application domain. We observe that many diverse robotic applications are formulated as 
constrained optimization problems which can be solved online usingModel Predictive Control. Using 
this insight, we develop RoboX, an end-to-end acceleration solution for robotic motion planning and 
control. 

• RoboX encapsulates a domain-specific language which enables programmers to express robotic 
applications close to their concise mathematical description.We provide a compiler which 
transforms this high-level specification into a concrete MPC formulation and solver, which is 
mapped to the accelerator. 

• The RoboX architecture introduces compute-enabled on-chip interconnections, where hops 
integrate simple functional units. This functional unit, if required, can perform operations on in-
transit data to reduce the burden on compute units. To support this architecture, we devise an ISA 
that offers three categories of instructions, where each program the interconnect, compute units, 
and memory interface, respectively. This flexibility allows efficiently executing different phases of 
robotic applications that alternate between dynamics and solver computation.
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Contributions of the paper



Discussions

!21



• Is “offloading to cloud” really an alternative?
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Discussion Questions



• Do you agree with “To move beyond conventional approaches 
of profiling and partially mapping code regions to specialized 
hardware modules, we build our acceleration solution atop an 
algorithmic understanding of the application domain.”?
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Discussion Questions



Amdahl’s Law
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• Comments on the description language?
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Discussion Questions



Tensorflow
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model = tf.keras.models.Sequential([
  tf.keras.layers.Flatten(input_shape=(28, 28)),
  tf.keras.layers.Dense(128, activation='relu'),
  tf.keras.layers.Dropout(0.2),
  tf.keras.layers.Dense(10, activation='softmax')
])

model.compile(optimizer='adam',
              loss='sparse_categorical_crossentropy',
              metrics=['accuracy'])



• Comments on evaluation methodology?
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Discussion Questions



• Sign up — you need to present to pass 
• We still have two slots for 1/21 
• One for 1/28 
• One for 2/4 
• Two for 2/27
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Announcement


