ME170b Lecture 5 2/22/23

Experimental Technigues

| ast time: Today:

> Normal Distribution > Ch.6/7/8

> Rejection of data
> Weighted Averages
> | east Squares



Last time: Limiting Distributions
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Key Idea: As N-> infinity, the distribution approaches a
definite, continuous curve — this curve is called the “limiting distribution”




The standard deviation as 68% confidence limit

G, ,(x)

A

1 1 oy
Prob(within o) = f e 21 dz,
-1

More generally, what is the probability a measurement falls within t*sigma?

G, - (X)

i E ot 2
Prob(within to) = — f e %% dz
\2m /-

> X




Gaussian probability table

Table A. The percentage probability,

XN+to

Prob(within to) = |y _,,Gy (x)dx,

A

as a function of ¢ X—to X X+io

{ 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 0.00 0.80 1.60 2.39 3.19 399 4.78 5.58 6.38 7.17
0.1 7.97 8.76 955 1034 11.13 1192 1271 1350 1428 1507
0.2 1585 1663 1741 18.19 1897 1974 2051 2128 2205 2282
0.3 2358 2434 25.10 2586 2661 2737 2812 2886 2961 30.35
04 31.08 31.82 3255 3328 3401 3473 3545 36.16 3688 37.59
05 3829 3899 3969 4039 4108 41.77 4245 4313 4381 4448
0.6 45.15 4581 4647 47.13 47778 4843 4907 4971 5035 50098
0.7 51.61 5223 5285 5346 5407 5467 5527 5587 5646 5705
0.8 57.63 5821 5878 5935 5991 6047 6102 6157 6211 6265
0.9 63.19 6372 6424 6476 6528 6579 6629 6680 6729 67.78
1.0  68.27 68.75 6923 6970 70.17 7063 7109 7154 7199 7243
1.1 7287 7330 7373 7415 7457 7499 7540 7580 76.20 76.60
1.2 7699 7737 7775 7813 7850 7887 7923 7959 7995 80.29
1.3 80.64 8098 8132 8165 8198 8230 8262 8293 8324 8355
1.4 83.85 84.15 8444 8473 8501 8529 8557 8584 86.11 B86.38
1.5 86.64 8690 R87.15 8740 8764 8789 8812 8836 8859 8882
1.6 89.04 8926 8948 8969 8990 90.11 931 951 90.70 9.9
1.7 91.09 91.27 9146 9164 9181 9199 9216 9233 9249 9265
1.8 09281 9297 93,12 9328 9342 9357 9371 9385 9399 094712
1.9 9426 90439 0451 9464 9476 9488 9500 9512 9523 9534
20 9545 0556 9566 9576 9586 9596 9606 96.15 9625 96.34
2.1 9643 96.51 9660 9668 96.76 9684 9692 9700 9707 97.15
22 97.22 9729 9736 9743 9749 9756 9762 9768 97.74 9780
23 9786 9791 9797 9802 9807 98.12 98.17 9822 9827 9832
2.4 98.36 9840 9845 9849 09853 O857 9861 9865 9869 9872
2.5 98.76 98.79 9883 9886 9889 9892 9895 9898 9901 99.04
26 9907 9909 99,12 9915 99.17 9920 9922 9924 9926 99.29
2.7 9931 9933 9935 9937 9939 9940 9942 9944 9946 9947
28 9949 9950 9952 9953 9955 9956 9958 9959 9960 9961
29 9963 9964 9965 9966 9967 9968 9969 9970 9971 99.72
3.0 9973
3.5 9995
40 99994
45 999993
50 9999994




Maximum likelihood estimator

X1s X925 . . .4 Xy, data points

Suppose we know the ‘center’ and ‘width’ parameters of a Gaussian that
describes our finite set of data points

We can estimate the probability of observing x_1 given our Gaussian parameters :

1
o\2m

Prob(x,) o« L e~ C1—X){20°
o

Prob(x between x, and x; + dx,) = Bt alam’

We can do the same for x_2 ... x_n:
1 , e 1
Prob(x;) « — ™= X2" Prob(xy) = — e

J— (r_l\r R X)?.x"ZO-z



Maximum likelihood estimator

We can estimate the probability of obtaining each of the
readings, X_1, X_2 ... X_n:

Proby (xi, ..., xy) = Prob(x;) X Prob(x,) X ...

or

1 |
ProbX,a(xl, ey Xy) & ;—Ne-Z(xz — X202

In reality, the Gaussian parameters X and sigma can not be known!




Maximum likelihood estimator: summary

Given: N observations, x_1, x 2 ... Xx_n
Find: X and Sigma, expected value (mean) and standard deviation

of the limiting distributions

The best estimate, maximizes the following probability:

il o p Y, )
P"ObX.cr(xl’ S xN) X pary e 2(xi—X) 202

mle 2022

Maximum likelihood estimates collapse all in page

MATLAB MLE function

Syntax

phat = mle(data)
phat = mle(data,Name,Value)
[phat,pci] = mle( __)



Rejection of Data - Ch.6

3.8,3.5,3.9.3.9, 34, 1.8

What’s wrong with this data set”? Why does it matter? What can we do about it?



Rejection of Data

3.8,3.5,3.9.3.9, 34, 1.8

Let’s calculate our an estimate of x with and without the “outlier”

3.4 +/-0.1 vs 3.70 +/- 0.05

These are significantly different!



Rejection of Data 3.8, 3.5,3.9.39, 34, 1.8
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Rejection of Data

3.8, 3.5,3.9.39, 34, 1.8

What should we do about it?



When should an experimenter “reject data™?

Controversial topic!

- Some experiments think you should never “remove” data
- ultimately rejection of data is subjective!

Chauvenet's criterion: a means of assessing whether one piece
of experimental data — an outlier — from a set of
observations, is likely to be spurious


https://en.wikipedia.org/wiki/Outlier

Chauvenet's criterion

3.8, 3.5, 3.9, 3.9, 34, 1.8

Let’s calculate the mean and std What’s the probabillity of obtaining the
outlier measurement?
x = 34 S Prob(within to) = : e %72 dz
\2m /-
o, = 0.8s. 3.4-1.8=1.6 = 2\sigma
Prob(outside 20) = 1 — Prob(within 20)

= 1 -0.95
= 0.05.




Chauvenet's criterion

3.8, 3.5, 3.9, 3.9, 3.4, 1.8

What’s the probabillity of obtaining the
outlier measurement?

—z2/2 dz

4
Prob(within to) = : f e
\2m /-
3.4-1.8=1.6=2\sigma
Prob(outside 20) = 1 — Prob(within 20)

= 1 -10.95
= 0.05.

What does this mean?

5% of measurements should be
as deviant as the outlier

1/20 measurements!

(expected number as deviant as 1.8 s)

—_—
—_—

(number of measurements) X Prob(outside 20)
6 X 0.05 = 0.3.

We expect 0.3 samples as

deviant as 1.8



Chauvenet's criterion: main idea

Set a probability boundary do decide if data is an outlier:
If the expected number of measurements at least as deviant as the suspect
measurement is less than one-half. then the suspect measurement should be

rejected.
x1’ * ¢ 9 XN
From all N measurements, you calculate X and o,
e X -
bene = A I Prob(outside ¢,,.0)
i g

X

If this expected number n

n = (expected number as deviant as x,.) s less than one-half, then,

i according to Chauvenet’s
e e el criterion, you can reject

X SUS



Chauvenet's criterion: what to do if you have an outlier?

If you do decide to reject x.,., you would naturally recalculate X and o, using
just the remaining data; in particular, your final answer for x would be this new
mean, with an uncertainty equal to the new SDOM.



Chauvenet's criterion: example

46, 438, 44, 38, 45, 47, 58, 44, 45, 43

X = 45.8

Prob(outside 2.40)

and o,

0.016.

44.4 and o,

5.1 f

2.9

1 — Prob(within 2.40)
1 — 0.984

38 — 45.8
S.1

2.4

In 10 measurements, he would
therefore expect to find only 0.16 of
one measurement as deviant as his
suspect result. Because 0.16 Is less
than the number 0.5 set by
Chauvenet’s criterion, he should at
least consider rejecting the result.



Discussion: this topic is still contentious

Let’s think about the issues, what’s wrong with ‘rejecting data’

- some scientists believe that data should never be rejected without external evidence that
the measurement In question Is Incorrect

- reasonable compromise is to use Chauvenet’s criterion to identify data that could be
considered for rejection; having made this identification, you could do all subsequent
calculations twice, once including the suspect data and once excluding them, to see
how much the questionable values affect your final conclusion.

- the choice of one-half as the boundary of rejection (in the condition that n < 95) is
arbitrary.

- Perhaps even more important, unless you have made a very large number of
measurements (N ~ 50, say), the value of sigma, is extremely uncertain as an estimate
for the true standard deviation of the measurements — number t_susin (6.4) is very
uncertain.

Chauvenet’s criterion should be used only as a last resort, when you cannot
check your measurements by repeating them!



Weigted Averages — CH. 7

How can we combine two or more separate and independent
measurements of a single physical quantity?

Student A: x = x4, £ 0,

Student B: x = xp = oy



Before combining measurements must check consistency

SUKIcht S - ¥ = r, 4
Student B: x

— )CB:*: O'B.

How?

The discrepancy | x_a - x_b| should not be significantly larger
than both simga_a and sigma_b



Naive approach — let’s just average?
(x4 + x5)/2

Why is this not appropriate?

- the average is unsuitable if the two uncertainties sigma_1,
and sigma_b, are unequal

- gives equal importance to both measurements

What if sigma_a << sigma_b — we should ‘trust’ x_a more then!



We can use principles of maximum likelihood to solve this

assuming that both measurements are governed by the Gauss distribution

- errors are only random

- measurements are distributed normally

Proby(x,) o —— ¢=a=X)/204’

U4

L . W22
Proby(xg) o« — e~ xB—X)7/208°

Op

We don’t know true value X

Proby(x,, xz) = Proby(x,) Prob(xy)

sum of the squares of the deviations from X
of the two measurements, each divided by
Its corresponding uncertainty.



We can use principles of maximum likelihood to solve this

ML principle: our best estimate for the unknown true value X is that value for
which the actual observations x_a and x_b are most likely

Proby(x,, xg) = Proby(x,) Proby(xg) Need to find X
. X2 that maximize
0,05 ’ this probability
T E S Xg — X2 .
X ( i ) +( . ) corresponding to

minimizing CHIN2

XA XB

2__,7__ <4 2;___.7__ — () (best estimate for X') = ( ,+—;)/( ,+—§).

O, Og




We can use principles of maximum likelihood to solve this

. . ] 1
(best estimate for X)) = (x—",,- + x—”,—) / ( = -+ —;)

Oys- Op~ Ty~ Op~

WyX, + WpXp

(best estimate for X) = x., =

av
W4 -1 Wg

analogy: it is similar to the formula for the center of gravity of two
bodies, where w_a, and w_b, are the actual weights of the two
bodies, and x_a, and Xx_b, their positions.



Quick Check 7.1. Workers from two laboratories report the lifetime of a cer-
tain particle as 10.0 = 0.5 and 12 *= 1, both in nanoseconds. If they decide to

combine the two results, what will be their respective weights as given by (7.8)
and their weighted average as given by (7.9)?

QC7.1. Weights = 4 and 1; weighted average = 10.4 ns.




Easily generalizes for N measurements




Uncertainty of the weighted average?

Because the weighted averageis a function of the original
measured values the uncertainty in x, can be calculated
using error propagation.




Uncertainty of the weighted average?

Because the weighted averageis a function of the original
measured values the uncertainty in x, can be calculated
using error propagation.




L east-Squares — Ch.8

One of the most common and interesting types of experiment
iInvolves the measurement of several values of two different
physical variables to investigate the mathematical relationship

between the two variables.

y, and X, are measured

y = A + Bx

linear relationships Is perhaps the most important



The least squares problem: how to find best fit?

™~ slope B

™~ intercept, y =A

= > X - X

No uncertainty —

, Co Uncertainty, we need a
relationship is clear

technigue to find the ‘best’ line

Using principle of maximum likelihood we can find the best straight
ine to fit a series of experimental points. Thisis called linear
regression, or the least-squares fit for a line



What is the purpose”?

y = A + Bx

1. We want to estimate the coefficients A and B

2. Another important determination is whether the data

(x_i, y_I) rally are linear — “how well does the data fit
our model?” (Ch.9)




How to estimate A and B?

(X15 Y1)+« o5 (Xan YN)

assume y suffer appreciable uncertainty, the uncertainty in our
measurements of X is negligible.

let’s use ML. first proceed as if we know A and B:

| (vi —A — Bx)2/202

Prob, g(y;) « —e”

Ty

(true value for y.) = A + Bx;

Prob, g(y1s ..., yn) = Prob, g(y,) - - Prob, g(yn)

1

N
vy

N 2
X° = Z( B 2 :
-’ = gy

o4 eFXyz

Best estimates of A and B maximize the probability, which corresponds to
minimizing the CHIN2 term (hence least squares)



How to estimate A and B?

2 Al = A BX,-)2 How to find and expression for the minimum?
X = Z . , R
=] 0:\’
X" = :—%Z( — A —-Bx;)) =0
M oat ’ AN + BYx; = Xy,
(')XZ _2 N
B . 2 Z xi(yi e G Bxi) = 0 Ale. ~+ Binz — Xxiyi

Two unknowns, two equations!



How to estimate A and B?

wm-v"'-

Ms
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How to estimate uncertainty in y?

Remember that the numbers y_1,y 2,...y_ N are not N
measurements of the same quantity. (They might, for instance, be
the times for a stone to fall from N different heights.)

The measurement of each vy, is (we are assuming) normally distributed about
its true value A + BX,, with width parameter sigma.

| — ), - A — B -2.
NZU, X;)

y

S
|
-




How to estimate uncertainty in A and B?

The uncertainties iIn A and B are given by simple error
propagation in terms of those in y_1...y_N

: wEIASRETERY AR Tl e 2

4

§ b s




Some caveats

1. What if the uncertainty of y is not equal for all measurements?

we can use the method of weighted least squares,
(ex. in Prob. 8.9)

2. What if both x and y have uncertainties

actually doesn’t make a bog difference



What if both x and y have uncertainties

y

Assume error in X only

!

o equivalent error in y

Ay (equiv) = g—: Ax

Y

\ St b V)
error Axin x

oy(equilv) = -~ 0. oy(equiv) = Bo,

if all the uncertainties sigma_x, are equal, the same is true of
the equivalent uncertainties simga_y(equiv).



What if both x and y have uncertainties

Now for the case that both x and y have uncertainties.

(ry(equiv) = \/:T;?' T (Bo;.?

If both x and y have uncertainties, we can combine in quadrature
and replace with a single uncertainty

The most complicated case is when each measurement x_|
and y_I have their own uncertainties, then we need to use
the equivalence and a weighted least squares



We can use least squares to fit nonlinear curves!

y = A + Bx + Cx* polynomial

system of equations N+1 degree of poly

Prob(y,, ..., yy) * e X2
AN + BYx + C2x* = Yy,
AdYx + BY.x* + C2x’ = Xxy,

1V P _ ) '.2 2
X2 — 2 .(_yﬁ__{&___B’)i_ng.)_ AzxZ + BZX3 + sz«i — zx?.y.

1 =1 0}’



General case when least squares can fit

problems in which the function y = f(x) depends
linearly on the parameters A, B, C, ...

y = Asinx + Bcosux,

b Ae™ Iny = InA + Bx



