
ME170b Lecture 8 3/15/24

Experimental Techniques 

Today:


> Ch.9

> correlation and covariance


> Review


Last time:

> covariance




Main Results on Covariance

naive estimate is 

still upper bound!


Schwarz inequality

covariance — non zeros means 

they are not independent!

std of q given 

non independent samples!



Coefficient  of  Linear  Correlation 

Q: Given a set of measurements (x1,y1) …. (xN,yN), how well do they 
support the hypothesis that x and y are linearly related?

Using  the  method  of  least  squares,  we  can  find  the  values  of  A  and  B  for  
the line  that  best  fits  the  points 

If  we  already  have  a  reliable  estimate  of  the  uncertainties  in  the  
measurements,  we  can  see  whether  the  measured  points  do  lie  reasonably  

close  to  the  line 

We don’t have uncertainty measures (each measurement is different range),

how can we determine how well our data fits 



Example Professor plots HW vs Exam score

Hypothesis: better HW -> better score

The  professor  hopes  to  show  
that  high  exam  scores  tend  
to  be  correlated  with  high  

homework  scores,  and  vice  
versa 

This  kind  of  experiment  has  no  
uncertainties  in  the  points;  each  
student’s  two  scores  are  known  

exactly. 

Really, what we want to 
understand the correlation 



Correlation Coefficient



Correlation Coefficient - perfect correlation



Correlation Coefficient revisit data



Quantitative  Significance  of  r

But  how  can  we  decide  objectively  what  is good ‘r’? 

Suppose  the  two  variables  x  and  y  are  in  reality  uncorrelated;  that  is,  in  
the  limit  of  infinitely  many  measurements,  the  correlation  coefficient  r  

would  be  zero.

We can calculate  the  probability  that  r  will  exceed  any  specific  value:



Not straight forward calculation

Prob N  measurements  of  two  uncorrelated  variables  x  and  y  would  produce  
a  correlation  coefficient  with 



Back to our original question

Q: Given a set of measurements (x1,y1) …. (xN,yN), how well do they 
support the hypothesis that x and y are linearly related?

1. we can calculate correlation coefficient

2. we  can  find  the  probability of observing r with uncorrelated

3. if the value is sufficiently small, we support our hypothesis!

“significant”  if  the  probability  of  obtaining  a  coefficient  r  with  |r|  =  |r|  from  
uncorrelated  variables  is  less  than  5%.  A  correlation  is  sometimes  called  

“highly  significant”  if  the  corresponding  probability  is  less  than  1%. 


Main result: we  have  a  quantitative  measure  of  how  improbable  it  is  that  they  
are  uncorrelated. 



Correlation Coefficient revisit data
























