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Abstract—This article studies human-robot learning control for
collaborative output-tracking tasks. We propose an algorithm to
adaptively tune the frequency-dependent iteration gain and apply
it to two cases: when the desired output is directly available to the
robot and when the robot infers the desired output from human-
achieved output. Experiment results are presented to illustrate
the application of the proposed approach to a human-robot
collaborative output-tracking task. Results show that the error
converges to less than the closed-loop robot tracking error, and
that the approach can provide varying levels of robot assistance
by selecting the desired human-robot collaboration level.

I. INTRODUCTION

At the forefront of robotics is the idea of social robots that

are capable of collaboratively working with people to perform

tasks. For example, robots are being developed that provide

the elderly or the disabled with assistance in performing

day-to-day tasks [1]–[4]. A great many of these interactions

require the robot to work jointly with the person, such as

helping them get up from bed, helping them prepare meals

together, or even in performing exercises for post-stroke phys-

ical rehabilitation [5]. In other applications, robots are being

envisioned as partners in joint human-robot problem-solving

teams for search and rescue operations, construction, and space

exploration, e.g., [6]. The current article investigates iterative

learning control (ILC) [7], [8] of the robot for collaboratively

performing a task. The main contribution is the use of an

adaptive iteration gain that is tuned during the iterations to

avoid potential divergence of the input during the collaborative

learning. The approach is applied to an example human-robot

collaborative output-tracking task and experimental results

show convergence of the robotic tracking task to less than

the closed-loop robot tracking error.

Iterative learning control (ILC) [7], [8] is readily applicable

to collaborative learning of demonstrated trajectories, and has

been well studied as a tool for learning from demonstration,

for example in automating surgical sub-tasks [9], and in a

self-learning automobile cruise controller [10]. The current

research evaluates two aspects of such collaborative learning:

(i) varying levels of assistance from the robot to achieve a task

and (ii) access to the desired output to the robot controller.
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The first aspect of different levels of robot assistance of the

human in collaboratively performing a task is important in

rehabilitation applications with the use of active orthosis [11],

[12] and in robotic prostheses [13]–[16]. The second aspect

of access to the desired output to the robot controller is

important since conventional applications of ILC require an

error signal (that is dependent on the desired output) to itera-

tively correct the input. Other data-driven supervised learning

techniques, such as Reinforcement Learning (RL) work around

this lack-of-output access limitation by using an exploration-

exploitation strategy to maximize a reward function, which is

assumed to be known or is obtained by imitating expert user

demonstrations [17]. Such techniques usually require extensive

training sessions to obtain reasonable performance, which

may not be feasible in collaborative learning applications. In

contrast, the current work studies the problem of collaborative

learning when the robot controller does not have access to the

desired output but needs to provide assistance based on the

actions of the human, who can adapt and learn to perform the

task at hand. In both cases, with and without direct access

to the output, the experimental results with the proposed

approach show convergence to the desired level of robotic

assistance.

II. PROBLEM FORMULATION AND PROPOSED METHOD

A. Problem setup
1) The collaborative output: The goal is to find the robot

input u that adjusts the robot output qr for the collaborative

output q to track a desired output qd, i..e,

q = qd (1)

where collaboratively-controlled output q is given by

q = qr + qh (2)

and qh is the effect of the human control on the output q
and is referred to as the human input. In the following, the
output and input are assumed to have two components along
the (x, y) coordinate system, i.e.,

q =

[
qx
qy

]
, qr =

[
qrx
qry

]
, qh =

[
qhx
qhy

]
, qd =

[
qdx
qdy

]
, u =

[
ux

uy

]
.

(3)

2) ILC of robot assistance: Let the level of assistance by the

robot to the human for output tracking be specified as the

fraction β of the output tracking qd achieved by the desired

robot output qrd, i.e.,

qrd = βqd. (4)978-1-5090-6190-7/16/$31.00 c© 2016 IEEE



Then an iterative approach, in the frequency domain, to update

the control law u to the robot is given by

ux,k+1(ω) = ux,k(ω) + ρx,k(ω)Ĝ
−1
x (ω)ex,k(ω)

uy,k+1(ω) = uy,k(ω) + ρy,k(ω)Ĝ
−1
y (ω)ey,k(ω)

(5)

where Ĝx, Ĝy are models of the robot dynamics Gx, Gy ,

assumed to be decoupled along the x and y axes, the tracking

error ek is given by

ex,k(ω) = βqdx(ω)− qrx,k(ω)
ey,k(ω) = βqdy(ω)− qry,k(ω)

(6)

and the subscript k > 0 is an integer representing the iteration

step.

3) ILC convergence: Convergence is achieved at each fre-

quency, ω with the iterations in Eq. (5), e.g., in the x axis,

lim
k→∞

ux,k(ω) = G−1
x (ω)βqdx(ω), (7)

provided the constant iteration gain, ρx,k(ω) = ρx(ω) and

the phase error, Δθ,x(ω) in the model Ĝx(ω) are sufficiently

small, i.e., from [18], [19],

|Δθ,x(ω)| < π

2
(8)

0 < ρx(ω) <
2 cos(Δθ,x(ω))

Δm,x(ω)
= ρ∗x(ω), (9)

where Δx(ω) = Δm,x(ω)e
jΔθ,x(ω) = Gx(ω)

Ĝx(ω)
.

The conditions are similar for the y axis.

4) Convergence problem: Since the modeling uncertainties

are not known ahead of time, the problem investigated in the

following is the selection of the frequency-dependent iteration

gains ρx, ρy to satisfy the iteration conditions, e.g., in Eqs. (8)

and (9) for the x axis.

B. Proposed method: ILC with adaptive iteration gain
The proposed adaptive ILC monitors the tracking error ek at

each iteration step k and reduces the iteration gain ρk if the

tracking error ek is seen to increase. The approach is described

below for the x-axis. The approach for the y-axis is similar

and not described due to space limitations.

If the error is decreasing at a specific frequency ω, at iteration

step k, i.e.,

|ex,k(ω)| ≤ |ex,k−1(ω)| (10)

then the iteration update in Eq. (5) is followed at frequency ω
with no change in the iteration gain, i.e.,

ρx,k(ω) = ρx,k−1(ω). (11)

If the error increases at iteration step k for a specific frequency

ω, i.e.,

|ex,k(ω)| > |ex,k−1(ω)| (12)

then the iteration gain ρ at that frequency ω is scaled down by

Kx > 1 till the error e at that frequency ω decreases below

the value at iteration step k − 1, i.e., for integers i ≥ 0,

ρx,k+i(ω) =

{
ρk−1(ω)

Ki+1
x

, if ex,k+i(ω) > ek−1(ω)

ρk+i−1(ω), otherwise.
(13)

Moreover, to avoid potential divergence, the input ux at the
frequency ω is updated from the iteration step k − 1 till the
error decreases, i.e., if ex,k+i(ω) > ex,k−1(ω), then

ux,k+i+1(ω) = ux,k−1(ω) + ρx,k+i(ω)Ĝ
−1
x (ω)ex,k−1(ω). (14)

Lemma 1: If the maximum acceptable iteration gain ρ∗x(ω)
in Eq. (9) for convergence is non-zero, and the initial itera-

tion gain ρx,0(ω) is bounded, then the iterative inputs ux,k

converge as in Eq. (7). If the maximum acceptable iteration

gain ρ∗x(ω) is zero, then the tracking error ex,k(ω) remains

bounded.

Proof: The detailed proof is not provided for brevity. Briefly,

when the initial iteration gain is greater than the maximum

iteration gain and is non-zero at a frequency ω, i.e.,

ρx,0(ω) ≥ ρ∗x(ω) > 0, (15)

the iteration gain will become sufficiently small after i∗

iterations, since (for a sufficiently large integer i∗)
1

Ki∗
x

ρx,0(ω) < ρ∗x(ω) (16)

The boundedness of the error follows from the design of the

iterative input in Eq. (14), which is updated from iteration step

k − 1 before the error started to diverge.

Remark 1: After convergence to the noise level, the iteration

gain can be reduced with the proposed approach due to

potential increase in the tracking error at an iteration step due

to noise effects (which should not be corrected.)

C. ILC without access to desired output
If the desired output is not directly accessible to the robot

controller, and if the human is able to learn the desired output

then the error can be estimated using the achieved output q,

i.e., the robot-tracking error in Eq. (6) can be replaced by the

following error estimate ê

ex,k(ω) ≈ êx,k(ω) = βqx,k(ω)− qrx,k(ω)
ey,k(ω) ≈ êy,k(ω) = βqy,k(ω)− qry,k(ω).

(17)

In this case the robot control learning is coupled to the learning

of the human in contrast to the case where the robot has

access to the desired output. In this case the robot learning

is decoupled from the human learning, although the human

has to adapt to the changing robot input during the iteration

process.

Remark 2: If sufficient time is permitted for the human input

to converge and track the desired output (with sufficiently

small error) after each iteration update of the robot input, then

the estimated tracking error ê in the robot position is close to

the actual error in Eq. (6). Convergence of such intermittent

updates has been studied in [20].

III. SYSTEM DESCRIPTION

A. Overview of experimental setup
The collaborative iterative control is applied to a flexible-

spring system where both the human and robot effort can

be simultaneously used to achieve a desired output as shown

in Fig. 1. A flexible structure consisting of a coil spring is



attached rigidly to the end-effector of a MICO2 robot arm,

manufactured by Kinova Robotics. A laser attached to the end

of the flexible structure projects a red dot on to the screen —

the position of the red dot is the output q. An LCD projector

projects the desired trajectory qd, represented by the center of a

green circle. A camera is used to track the real-time positions

of the laser dot q and the green circle qd using the image

processing tools available in the OpenCV library [21]. The

objective of the task is to track the center of the green circle

qd, whose trajectory is specified but not known a priori to the

human subject or the machine controller, using the red laser

dot q. The robot arm is not compliant and can only be actuated

by the robot controller. Additionally, the human subject can

deflect the spring to augment the tracking task.

Fig. 1: Experimental setup for the human-robot output-tracking

experiment: (1) Kinova Mico 4-dof robot arm; (2) side view

of end-effector showing flexible spring structure (2.1) with the

attached red laser pointer (2.2); (3) LCD projector to display

desired output position (green circle); (4) Logitech C920 web-

camera to track the output position q (red laser dot) and the

desired position qd (green circle); and (5) black screen where

projector image is displayed.

B. Controlled system: flexible structure
The flexible structure, as shown in Fig. 2, is manipulated by

the human operator and the robot end-effector to achieve the

final output, q, namely the position of the laser dot on the

screen. The robot end-effector is attached to one end of the

flexible structure, i.e., end (A) in Fig. 2, while the human

operator deflects the structure relative to end (A) by applying a

displacement, δh at the other end, i.e., end (B) in Fig. 2. Thus,

relative to the end (A), we can consider the flexible structure

as a cantiliver beam with a concentrated load, P acting at end

(B) due to the human operator. Then, the displacement of end

(B) relative to end (A), i.e., δh is related to the slope, θ as,

(using the Timoshenko beam theory [22]) θ ≈ 3δh
2l , where, l

is the length of the flexible structure, and δh = (δh,x, δh,y)
are deflections of end (B) along each decoupled coordinate

(x, y). The position q of the laser dot on the screen is then

obtained as,

q = qr + qh, where, qh = f(δh) (18)

for each decoupled coordinate, q = (qx, qy), and when the

distance to the screen, L � l the length of the flexible

structure, the relationship between the deflection, δh and the

screen position, qh is given by,

qh = f(δh) ≈ L tan θ = L tan

(
3δh
2l

)
. (19)

l

L

qh

δh
θ

(A) (B)

qr

Fig. 2: Collaborative control of the flexible structure. (a) Robot

end-effector controlled position, qr = (xr, yr) of end (A), (b)

Human operator’s deflection with respect to end (A), δh =
(δx,h, δy,h), (c) Total position, q = qr+qh, where qh = f(δh),
as in Eq. (19).

C. Robot position control

u Proportional
feedback

P

Kinova API
Cartesian

Velocity Control

qr+

−

Robot
GR

u

Human
GH qr qh

A B

Controlled
system

qh

qr

q

qd

q

Proportional Feedback
Position Control

Fig. 3: Block diagram of control architecture of the collabora-

tive output tracking task. Here qd is the desired output of the

collaboratively controlled system, whose output is q; qh is the

human input to the controlled system; qr is the robot input to

the system; u is the position command to the robot from the

machine controller;

The end-effector of the robot arm is directly controlled in

Cartesian space using the control scheme depicted in Fig. 3.

The Kinova MICO2 is provided with an Application Pro-

gramming Interface (API), written in C++, that provides basic

functions to control the robot arm. The API user manual

recommends the use of velocity control in Cartesian end-

effector space to achieve smooth trajectories. Moreover, in this

mode of operation, the linear speed of the robot is limited to

0.2 m/s, which aids a human operator to safely interact with

the robot. An outer proportional feedback loop as shown in

Fig. 3 was designed around the commanded position, u to

operate the robot with the Kinova velocity controller.



Towards designing the outer position-control loop, the avail-

able API velocity-control method was characterized using a

step input, u along each axis (x, y) as in Eq. (3). Fig. 4 shows

that the step response closely fits a fourth-order linear model,

decoupled in each coordinate (x, y), of the form,

d

dt

⎡
⎢⎢⎣
qx
q̇x
qy
q̇y

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
0 1 0 0
0 −τ 0 0
0 0 0 1
0 0 0 −τ

⎤
⎥⎥⎦
⎡
⎢⎢⎣
qx
q̇x
qy
q̇y

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
0 0
τ 0
0 0
0 τ

⎤
⎥⎥⎦
[
ux

uy

]
,

y =

[
qx
qy

]
= qr,

(20)

where, the input u = vc is the commanded velocity, and

the output y = qr is the position of the end-effector, both

in the Cartesian end-effector space. The value of τ ≈ 8.0

0 2 4 6 8 10
Time(s)

-0.1

-0.05

0

0.05

0.1

q̇
r
x
(m

/
s)

τ = 7.60

Velocity Step Command

Measurement, q̇rx
Estimated, q̇rx,est

Fig. 4: Step response of the built-in closed loop velocity

control method from the Kinova API, compared to the estimate

from the model in Eq. (20) in the x-direction.

was found to best fit the step response data to the model in

(20), as depicted in Fig. 4 for the x-coordinate direction. The

proportional controller was selected as P = Kp = 2.0 for

a fast rise time with overshoot less that 2%. The resulting

closed-loop transfer function, Ĝ = [Ĝx, Ĝy] is obtained as,

Ĝx(s) =
qrx(s)

ux(s)
=

Kp · τ
s(s+τ)

1 +Kp · τ
s(s+τ)

,

Ĝy(s) =
qry(s)

uy(s)
=

Kp · τ
s(s+τ)

1 +Kp · τ
s(s+τ)

(21)

for s = jω and j =
√−1. Also, for low frequencies, s→ 0,

Ĝx(s)
∣∣∣
s→0

= Ĝy(s)
∣∣∣
s→0

= 1. (22)

Thus, in the following, the system models, Ĝx(ω), Ĝy(ω)
in Eq. (5) are chosen as, Ĝx(ω) = Ĝy(ω) = 1, for all

frequencies, ω.

IV. RESULTS AND DISCUSSION

A. Experimental procedure
Two experimental conditions will be tested: iterative update

of the robot input with access to the desired output (access

condition) and with no access to the desired output (no access

condition). For each condition, four levels of assistance will

be used: β = 0.25, 0.5, 0.75, 1. The learning process evolves

over 11 iterations. On the first iterations the robot command

is zero e.g., qr = 0 for the extent of the iteration. After

each iteration the ILC algorthim is executed and a new open

loop command is used on the next iteration. For all conditions

Kx = Ky = 2 in Eq. (13).

B. Effect of adaptive learning weights

246810

0
0.1

0.2
0.3

0.4
0.5

−50

0

50

k
f (Hz)

M
a
g
(e

x
,
k
)
(d

B
)

246810

0
0.1

0.2
0.3

0.4
0.5

0

0.5

1

k

f (Hz)

ρ
x
,
k

246810

0
0.1

0.2
0.3

0.4
0.5

−50

0

50

k
f (Hz)

M
a
g
(e

x
,
k
)
(d

B
)

246810

0
0.1

0.2
0.3

0.4
0.5

0

0.5

1

k
f (Hz)

ρ
x
,k

No Access

Access

Fig. 5: The evolution of the proposed ILC algorithm, in the

x axis, for the access case (top two plots) and no access case

(bottom two plots) with level of assistance fraction β = 1.

The first column of plots are the magnitude of error in the

x direction ex,k reported in dB. The second column of plots

are the learning weights in the x direction ρx,k. The red dots

follow the evolution of learning in one frequency, f = 0.1
(Hz), across all iterations, k = [1, 11]. It can been seen, by

following the red dots, that the learning weights decrease when

the errors increase.

The proposed approached utilizes adaptive learning weights

ρ(ω) in the frequency domain (see Eq. (13)). Figure 5 illus-

trates how each weighting component ρx,k(ω) were adapted

during the learning process for the no access and access con-

dition with β = 1 (similar results occurred in the y axis). The

learning weights were initialized to ρx,0(ω) = ρy,0(ω) = 1
for frequency less than or equal to f = 0.50 (Hz) and

ρx,0(ω) = ρy,0(ω) = 0 for higher frequencies. A frequency

of f = 0.5 (Hz) is approaching the bandwidth limit of human

visual tracking [23], hence the desired trajectory was limited to

lower frequencies. Referring to Fig. 5, it can be seen that as the

components of the error ex,k(ω) increases, the corresponding

weighting component ρx, k(ω) decreases. It then follows that

the proposed approach exhibits some stability properties, e.g.,

the error growth must be bounded since the learning weights

always decrease with increasing error.

Example trajectories achieved by the human-robot collabo-

ration, for all assistance levels β, as well as both access

and no access conditions are shown in Fig. 6. Note that the

dashed lines represented the desired trajectory of the robot qrd.

The plots were generated using data from the last iterations,

k = 11, for each condition.

C. Convergence analysis
The proposed ILC algorithm resulted in robot performance

below what can be achieved with the closed-loop robot con-
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Fig. 6: Tracking achieved by the human-robot collaboration

for both access and no access case at all assistance levels.

Desired robot output qrd (dashed lines) and the robot output

qr (solid lines) from the last iterations, k = 11.
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Fig. 7: ERMS in Eq. (24) versus iteration for no access and

access case with β = 0.25 and β = 1. Power law fits f(k) in

Eq. (25) can be seen in red. The black dotted line represents

the RMS of the measured closed-loop robot tracking error that

includes the sensor (camera) noise.

troller in all conditions. Using the 2-norm as a distance metric

the vector valued error ek can be converted to a scalar error

dE [n] = ‖E[n]‖2 =
√
ex,k[n]2 + ey,k[n]2 (23)

where n denotes the index of the discrete data points. Next,

the root mean square (RMS) can be computed

ERMS =

√√√√ 1

N

N∑
n=0

|dE [n]|2 (24)

where N is the total number of data points. For the purpose of

analyzing the convergence properties of the proposed method,

a power law of the form

f(k) = Ck−r (25)

was fitted to the RMS errors calculated at each iteration of

the learning process. In Eq. (25) k is the iteration, C scaling

constant, and r is known as the convergence rate. Figure 7

shows the ERMS for no access and access cases with β = 0.25
and β = 1. The RMS power law fits in Eq. (25), can be seen

as the red line in Fig. 7. An estimate of the measured closed-

loop robot tracking error that includes the sensor (camera)

noise was computed in order to evaluate the performance of

the human-robot collaboration. The calculation consisted of

commanding the robot end effector with know trajectories,

measuring the laser position with the camera, taking the

difference between the known trajectory and the laser position,

and calculating the standard deviations at each point in time.

The error level was then calculated as the RMS value of the

2-norm of component standard deviations:

Φ =

√√√√ 1

N

N∑
n=0

|dSTD[n]|2, dSTD =
√

σx[n]2 + σy[n]2 (26)

The computed error level was calculated as Φ = 0.0090 (m),

and can be seen in Fig. 7 as the black dotted line. Clearly, the

robot converges to below the error level that can be achieved

by the closed-loop robot controller (as expected in iterative

control approaches) in both cases in Fig. 7.

A smaller value for level of assistance β results in a faster

error reduction, as seen in Fig. 7, as expected, since the desired

robot output βqdx(ω) is smaller. The iteration error ek and the

level of assistance β for the x axis (the same conditions hold

for the y axis) can be related by multiplying Eq. (5) by the

dynamics Gx and then subtracting both sides from the desired

robot output βqdx(ω) to obtain

ex,k(ω) =

[
k∏

i=1

(1− ρx,i(ω)Δx(ω))

]
βqdx(ω), (27)

where the initial error is ex,0(ω) = βqdx(ω). Thus, a larger

level of assistance β corresponds to a larger error at iteration

step k, although additional iterations can be used to reduce

the error further.

D. Effort analysis

The main purpose of the level of assistance β is to adjust

how much the robot assists during the desired task. In order

to quantify this, effort of the robot Fr and of the human Fh

were calculated. First, the vector valued position of the human

qh was calculated as the difference between the laser position

q and the robot position qr:

qh[n] = q[n]− qh[n] (28)

The vector quantity was converted to a scalar measure of

distance as dh[n] = ‖qh[n]‖2, and then the human effort Fh



is defined as the RMS value of the distance dh and the robot

effort Fr given by

Fh =

√√√√ 1

N

N∑
n=0

|dh[n]|2, Fr =

√√√√ 1

N

N∑
n=0

|dr[n]|2 (29)

where dr[n] = ‖qh[n]‖2. Human effort decreased in all cases.

Moreover, the results show that the amount of effort needed

from the human can be adjusted by changing the level of

assistance β as seen in Figure 8, which shows human and

robot efforts as a function of iteration. Notice, that with higher

values of β less effort is needed from the human.
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Fig. 8: Human effort Fh and robot effort Fr defined in Eq. (29)

as a function of iteration step k.

V. CONCLUSION

A method to adaptively adjust the iterative learning gain of

an ILC algorithm was proposed. Convergence of the pro-

posed method was studied in the context of a human-robot

collaborative output tracking task. Experimental results show

that the error achieved by the human-robot collaboration was

less than the closed-loop robot tracking error, and that the

approach can be used to provide varying levels of robot

assistance by selecting the desired human-robot collaboration

level. Future work will include multiple human subject trials

and the quantification of the effect of human learning on the

convergence of the robot’s learning.
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