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Abstract This paper presents the design and development
of autonomous attitude stabilization, navigation in unstruc-
tured, GPS-denied environments, aggressive landing on in-
clined surfaces, and aerial gripping using onboard sensors
on a low-cost, custom-built quadrotor. The development of
a multi-functional micro air vehicle (MAV) that utilizes in-
expensive off-the-shelf components presents multiple chal-
lenges due to noise and sensor accuracy, and there are con-
trol challenges involved with achieving various capabilities
beyond navigation. This paper addresses these issues by de-
veloping a complete system from the ground up, addressing
the attitude stabilization problem using extensive filtering
and an attitude estimation filter recently developed in the
literature. Navigation in both indoor and outdoor environ-
ments is achieved using a visual Simultaneous Localization
and Mapping (SLAM) algorithm that relies on an onboard
monocular camera. The system utilizes nested controllers
for attitude stabilization, vision-based navigation, and guid-
ance, with the navigation controller implemented using a

This research was supported by the National Science Foundation
under CAREER Award ECCS-0748287.

Electronic supplementary material The online version of this article
(doi:10.1007/s10514-012-9286-z) contains supplementary material,
which is available to authorized users.

V. Ghadiok (�) · W. Ren
Department of Electrical Engineering, University of California,
Riverside, Riverside, CA 92521, USA
e-mail: vaibhav.ghadiok@ieee.org

W. Ren
e-mail: ren@ee.ucr.edu

J. Goldin
Electronic Systems Center, Hanscom Air Force Base, Bedford,
MA 01731, USA
e-mail: jeremy.goldin@us.af.mil

nonlinear controller based on the sigmoid function. The ef-
ficacy of the approach is demonstrated by maintaining a sta-
ble hover even in the presence of wind gusts and when man-
ually hitting and pulling on the quadrotor. Precision land-
ing on inclined surfaces is demonstrated as an example of
an aggressive maneuver, and is performed using only on-
board sensing. Aerial gripping is accomplished with the ad-
dition of a secondary camera, capable of detecting infrared
light sources, which is used to estimate the 3D location of
an object, while an under-actuated and passively compliant
manipulator is designed for effective gripping under uncer-
tainty.

The quadrotor is therefore able to autonomously navigate
inside and outside, in the presence of disturbances, and per-
form tasks such as aggressively landing on inclined surfaces
and locating and grasping an object, using only inexpensive,
onboard sensors.

Keywords Quadrotor · SLAM · Micro air vehicle · Aerial
gripping · GPS-Denied environment · Indoor navigation

1 Introduction

The past few years have seen a focus on the area of navi-
gation in indoor GPS-denied environments for MAVs (He
et al. 2008; Grzonka et al. 2009; Blösch et al. 2010). In the
absence of global positioning, an MAV needs to rely on on-
board sensing modalities such as laser range finders or cam-
eras in order to determine its position. MAVs with such ca-
pabilities have applications in scenarios requiring sensing
and observation, such as in search and rescue, surveillance
or inspection. The extension of these functionalities to in-
clude active manipulation of entities external to the vehicle
would vastly expand the applications of these systems, as
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they move from mere passive observation and sensing to
dynamic interaction with the environment. This would al-
low activities of gripping objects from places not suitable
for landing, such as vertical surfaces, water, and radio tow-
ers, with potential applications in object retrieval and im-
proved observation through manipulating barriers, objects
or switches, as well as deployment and retrieval of sensor
nodes in a sensor network. Aside from the requirements of
functionality that are needed for commercial applications, a
high value to price ratio will increase usage of new devices.

The choice of vision for navigation research, as opposed
to laser range finders, is driven by the goals above, along
with the research challenge involved with extracting useful
information from such a rich sensor to perform navigation.
In regards to the objectives above, cameras have the benefits
of being low cost, low power, small size and light weight,
and the capability of being used for multiple tasks, such as
for navigating as well as performing surveillance.

1.1 Related work

Some of the early successes with quadrotors involved the
use of 3D tracking systems, which became more popular
with the availability of the Vicon system (Vicon 2011).
These systems showed the initial promise of autonomous
flights by allowing accurate 6-DOF state estimation without
the problems of noise inherent in IMUs, including mechan-
ical vibration noise, as in Castillo et al. (2005), Valenti et
al. (2006). Initial implementations that used only onboard
sensing for attitude stabilization are described in Bouabdal-
lah et al. (2004), Guenard et al. (2005), Gurdan et al. (2007),
Bouabdallah and Siegwart (2007), Hoffmann et al. (2007),
Pounds et al. (2010) Some of these efforts culminated in sev-
eral successful designs that are still in use.

Once autonomous attitude stabilization was achieved,
navigation was the next challenge. Some early camera-based
implementations for maintaining accurate hover flight using
known targets or artificial markers are presented in Altuğ
et al. (2005), Tournier et al. (2006), Romero et al. (2006),
Guenard et al. (2008), Bourquardez et al. (2009), Rudol et
al. (2010). Work on maintaining a hover using optical flow
is presented in Fowers et al. (2007), Kendoul et al. (2009),
Romero et al. (2009). A commercial quadrotor capable of
maintaining a stable hover has been implemented (Parrot
2011). Work on localization and navigation in pre-mapped
unstructured environments such as He et al. (2008), Grzonka
et al. (2009), Soundararaj et al. (2009) allowed greater flexi-
bility of the quadrotor as an autonomous MAV. Lately, with
accomplishments in navigation in unknown environments,
such as Achtelik et al. (2009), Celik et al. (2009), Blösch et
al. (2010), the quadrotor has become a promising option for
autonomously completing desired tasks.

Our work on aggressive landing on inclined surfaces has
two analogs in the literature: that of landing on inclined sur-
faces, either static or dynamic surfaces such as landing on
an aircraft carrier, and that of aggressive perching. An au-
tonomous landing system for a radio-controlled hobby he-
licopter hovering above an inclined plane is presented in
Moore (1994). In Oh et al. (2006), an autopilot is designed
to land a tethered helicopter on a rocking ship. The specific
maneuver of aggressive perching has seen only very recent
research. Using a hobby traditional helicopter and Vicon,
Bayraktar and Feron (2008) demonstrated perching on in-
clined surfaces using velcro and a state machine to transition
between level flight and an open-loop perching maneuver.
Recently in Mellinger et al. (2010), aggressive perching on
inclined, vertical, and inverted surfaces was demonstrated
using velcro and Vicon, with trajectory controllers defined
by a sequence of segments, each with a goal state based
on parameter adaptation from measured errors after experi-
mental testing. Given the extremely precise information pro-
vided by motion capture systems, there are still real world is-
sues to address with perching, despite the successful perch-
ing demonstrations of these works. Our work addresses the
problem of landing aggressively on inclined surfaces using
onboard sensing without the use of an active/passive perch-
ing mechanism.

Aerial manipulation on an MAV has seen very little pub-
lished research. Some early work using magnets for pick-
ing objects is presented in Amidi et al. (1998). In Kuntz
and Oh (2008), results using hoops to pick up objects are
presented using a test rig that is simulated to move like an
MAV. Some theoretical results on aerial vehicles interacting
with the environment are presented in Gentili et al. (2008),
while some experimental results of cooperative manipula-
tion using cables are presented in Michael et al. (2009). In
Pounds and Dollar (2010a, 2010b), experimental results of
gripping using a commercial electric helicopter are shown
along with theoretical results proving the stability of PID
control for gripping, by modeling the gripper as an elastic
linkage. However, the helicopter in this implementation is
under manual control, requiring an expert pilot, and the sys-
tem provides no capability of gripping while hovering. Re-
cently, this work has been extended to enable gripping while
hovering (Pounds et al. 2011). Additionally, some work has
been done involving gripping with quadrotors in Lindsey et
al. (2011), using the Vicon Motion Capture System. How-
ever, given the extremely precise information provided by
the Vicon, many of the real world issues seen in gripping
still need to be tackled.

1.2 Description of the proposed quadrotor system

In this paper, we present the design and development of a
complete quadrotor system, which addresses attitude stabi-
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Fig. 1 The quadrotor, in flight, used to perform aerial gripping

lization and vision-based navigation with the use of inex-
pensive onboard sensors. One of our objectives is to ex-
tend previous findings on attitude stabilization and vision-
based navigation to specifically address the issues that arise
when lower quality, off-the-shelf, consumer components are
used. We additionally propose solutions to advanced flight
behaviors of stability in the presence of wind gusts and
manual disturbance, aggressive landing on inclined surfaces,
and aerial gripping. With this research, we hope to bring
the use of such vehicles in everyday life closer to real-
ity.

In order to reach the goals outlined above, we designed an
attitude estimation and control system capable of effective
stabilization in the presence of sensor and mechanical noise.
Heavy low pass filtering of the onboard attitude sensors was
needed in order to reduce sensor noise and mechanically in-
duced noise during flight. An attitude estimation filter re-
cently proposed in the literature is implemented in order
to provide accurate information on the state of the quadro-
tor, while the attitude is stabilized using PD control. This
is further explained in Sect. 3. The vision-based navigation
system utilizes a nonlinear controller based on the sigmoid
function that gives improved noise rejection and overall con-
sistent performance despite the use of low-quality sensors.
A downward-facing monocular camera, using a simultane-
ous localization and mapping (SLAM) algorithm is used to
estimate the position and yaw of the quadrotor. The naviga-
tion controller is implemented as an outer controller, send-
ing reference commands to the inner attitude controller. This
is described in Sect. 4. Using path tracking control, aggres-
sive landing on inclined surfaces is accomplished using only
onboard sensors and is discussed in Sect. 5.

With the addition of another camera, as well as a third
outer control loop, aerial gripping is accomplished with
a gripper attached underneath the quadrotor and is dis-
cussed in Sect. 6. Experimental results demonstrating the at-
titude stabilized vehicle, vision navigation accuracy, and au-
tonomous gripping capabilities of the quadrotor are present-
ed in Sect. 7. Figure 1 shows the quadrotor and the gripper
attached underneath it.

Fig. 2 Model of a quadrotor

2 Quadrotor

The complete quadrotor system is developed from scratch;
the physical system is built with low-cost constraints, ne-
cessitating adaptations of the control systems, noise filtering
and attitude estimation. The attitude control system is de-
veloped based on the successful PID controller, with gains
tuned empirically. The development of the quadrotor starts
with modeling the vehicle as a rigid-body, and a linearized
dynamic model is used for control.

2.1 Dynamic model

Modeling the quadrotor as a rigid-body, using Newtonian
mechanics, let I = ex, ey, ez denote the inertial frame, and
B = e1, e2, e3 the aircraft body frame, as shown in Fig. 2.
Then the model is:

ξ̇ = υ (1)

υ̇ = gez − 1

m
tRez (2)

t = b

4∑

i=1

ω2
i . (3)

Here the vector ξ = [x y z]T represents the position of the
origin of the body-fixed frame, with respect to the inertial
frame; the vector υ = [υx υy υz]T represents the linear ve-
locity of the origin of B, expressed in the inertial frame;
ez = [0 0 1]T is the unit vector in the inertial frame, I ; g is
the acceleration from gravity; m is the mass of the vehicle;
the orientation of the vehicle frame is given by the direction
cosine matrix, R ∈ SO(3), and depends on the three Euler
angles, φ, θ and ψ of roll, pitch and yaw; t is the thrust gen-
erated by the four rotors in free air using (3), with b a con-
stant of proportionality parameter that depends on aerody-
namic effects, including the density of the air, and the size,
shape, and pitch angle of the rotor blades; ωi is the speed of
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Fig. 3 Component level
breakdown of the quadrotor
system. Blue lines (I2C bus
in/out lines) represent I2C
communication, the red line
(Sonar) represents analog input,
grey lines (Robostix) represent
PWM outputs, and black lines
(USB/Zigbee/Gumstix)
represent serial connections
(Color figure online)

the rotors, i ∈ 1,2,3,4. The dynamic model is

Ṙ = R · sk(�) (4)

If �̇ = −� × If � − Ga + τa (5)

Ir ω̇i = τi − Qi, i ∈ {1,2,3,4} (6)

Qi = k
(
ω2

i

)
(7)

Ga =
4∑

i=1

Ir (� × ez)(−1)i+1ωi (8)

where � is the angular velocity, in roll, pitch and yaw of
the vehicle in the body frame; sk(X) denotes the creation of
the skew-symmetric matrix; If is the inertia matrix of the
airframe, where the center of mass is considered to coincide
with the origin of the frame, B; Ir signifies the moment of
inertia of the rotor blades; Qi is the reactive torque gener-
ated in free air by the rotor due to drag, with k a constant
of proportionality parameter that depends on aerodynamic
effects; Ga is the gyroscopic torque due to the combina-
tion of the rotation of the airframe and the four rotors; τa

is the airframe torque generated by the rotor; τi represents
the four control inputs to the system, in the form of motor
torques.

2.2 Hardware architecture

The quadrotor is custom-made from available consumer-
grade components. Figure 3 gives a breakdown of the pri-
mary parts of the system and how they communicate with
each other. The quadrotor, including the gripping system,
weighs 1.4 kg and measures 50 cm from end to end of the
frame. The total system is very low cost, at a prototype price

of less than $1000, with the IMU up to two orders of mag-
nitude less than other quadrotor implementations found in
the literature. The system uses the following major compo-
nents:

– Turnigy Plush 30 A Electronic Speed Controllers (ESCs)
(reflashed with modified firmware)

– KDA20-22L Hacker-style brushless DC motors
– Inertial Measurement Unit (IMU) consisting of gyro-

scopes and accelerometers:
– InvenSense ITG3200 MEMS 3-axis gyroscope
– Bosch Sensortec BMA180 3-axis accelerometer

– MaxBotix LV-EZ2 sonar module
– Gumstix Verdex Pro XL6P (w/netpro and wi-fi module)
– two Robostix using Atmega128 microcontrollers
– Logitech Quickcam Pro 5000 camera retrofitted with a

2.1 mm wideangle lens
– IR blob detecting camera
– micro servo

The Robostix, IR camera, and IMU sensors communi-
cate over I2C to the Gumstix, which is the master. One of
the Robostix controllers reads in the sonar on its ADC and
also outputs PWM signals to the ESCs for control of the
motors. The second Robostix operates the micro servo. The
servo and IR camera are used for gripping, with the IR LED
detection aspects used for guidance control. Attitude stabi-
lization and indoor/outdoor navigation are performed by the
rest of the system. The monocular camera transmits images
through a USB cable linked to the ground station, which
consists of an Intel Core 2 CPU 2 × 2.4 GHz processor run-
ning Ubuntu.

It is important to note that this Gumstix single board com-
puter does not have a floating point unit, so in this imple-
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Fig. 4 Quadrotor system latency diagram by component and commu-
nication. The green blocks indicate the attitude control system; the blue
blocks are for the sonar altitude controller; red indicates the navigation

system utilizing the SLAM algorithm on the ground station, which re-
turns position information. The purple refers to the gripping controller
(Color figure online)

mentation, software floating point is used to obtain greater
accuracy at the cost of computation speed.

2.2.1 ESC firmware filter

The hobbyist-grade ESCs arrive with a manufacturer devel-
oped motor control firmware, which contains a low-pass fil-
ter, primarily for power savings for use on a fixed wing air-
craft. Such a filter dramatically diminishes the responsive-
ness of the motors in a quadrotor application, due to the
necessity to quickly adjust thrust on individual motors by
directly changing the motor speed. The firmware must thus
be modified to eliminate the low pass filter, so that quickly
changing commands from the microcontroller to the ESC
will be equivalently driven to the motor.

2.2.2 Center of gravity

The center of gravity (CG) of the quadrotor is (−0.182 cm,
−0.265 cm, −3.573 cm) relative to the center of the ro-
tor plane. The weight of the USB wire that hangs from
the quadrotor to the ground is included, and so brings
the CG much lower. During development, the rotor plane
and CG were adjusted relative to each other, from CG
above rotor plane to CG below rotor plane, as well as

roughly coincident. Empirically, having the CG slightly be-
low the rotor plane yielded the most stable and accurate
flights.

2.3 System latencies

System latencies and delays can contribute to instability and
poor performance. A full timing analysis was done in order
to understand what delays impact the system and what can
be reduced or adjusted for. A diagram of the system delays
is shown in Fig. 4. Some of these latencies are discussed in
the relevant sections.

2.3.1 Actuation

A simple setup consisting of a photodiode and an infrared
(IR) Light-emitting diode (LED), with the propeller set to
spin between the two was employed to measure the speed of
the propeller. The motor response to a step input was esti-
mated by logging the measured speed data using a National
Instruments Data Acquisition Card and analyzing the data
in Labview. The time constant was measured over a vari-
ety of thrust ranges, but primarily around the actual flight
envelope, as that is where the system dynamics are taking
place. Upon system identification, the motor response time
was found to be around 80 ms.
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Another constant that was estimated using this setup re-
lates to the mapping between the output of the PD controller
and the RPM achieved. This is further discussed in Sect. 3.2.
A load cell was added to the setup described above to mea-
sure the thrust generated by the propeller. The thrust gener-
ated at various speeds was logged and the coefficient b in (3)
was estimated.

2.3.2 Onboard computation

The I2C protocol forms the backbone for all onboard com-
munications and connects almost all the devices, such as the
Robostix, accelerometer, gyroscope and IR camera to the
Gumstix. I2C is set to operate at 400 kHz in the Gumstix
code (maximum clock rate supported by the devices con-
nected to the Gumstix), giving approximately a net through-
put of 27.5 Kbytes/sec with an estimated overhead of 0.3 ms.
These numbers give an estimate of the time taken to trans-
mit/receive X number of bytes, accounting for all overheads.
In this protocol, the master (Gumstix) addresses a slave and
then waits for the slave to respond. The response time is de-
pendent on the slave and is not deterministic. However, the
response time in our setting was found to be small. To get a
more realistic idea of the time taken for each I2C read/write,
small pieces of Gumstix code were written to read/write sev-
eral thousand bytes from/to a device to calculate an aver-
age, since the time taken by an individual read/write is very
small. We ultimately observed the waveform of the I2C pro-
tocol for various data reads and writes on an oscilloscope to
get a final confirmation of the latency indicated in the fig-
ure. The sonar sensor data is received by the Robostrix via
an ADC. The ADC overhead is very small, so the rate of
sonar data is taken from the manufacturer data on the sonar
used. The frequency of each control loop was measured us-
ing timers placed within the C code.

2.3.3 Ground station communication and offboard
computation

The latencies for these sub-systems are discussed in Sect. 4.3

3 Attitude stabilization

The MEMS-based accelerometers and gyroscopes provide
linear accelerations and angular rates, which are read by the
Gumstix over I2C at a rate of about 400 Hz. The reported
accelerations and angular rates are low pass filtered before
being read by the Gumstix, using the individual sensors’
built-in customizable filters. These filters are set to 10 Hz
cutoff for the accelerometers, and 25 Hz cutoff for the gy-
roscopes. These values were determined through analysis of
FFT plots and empirical study of the behavior of our quadro-
tor in hand and in flight, iteratively progressing through the

possible filter bandwidths to determine the lowest accept-
able cutoff frequency that did not compromise actual signal
integrity. The sensor data is further FIR low pass filtered on
the Gumstix using very short filter lengths of length 8 in or-
der to minimize delay. These software filters were designed
in Matlab using a weighted least squares fitting for the de-
sired filter length. Chosen bandwidths are also 10 Hz for the
accelerometers and 25 Hz for the gyroscopes. Such heavy
filtering is required due to the extensive noise coupling into
the sensors, as well as the general lower quality of MEMS-
based sensors. Moreover, MEMS-based gyroscopes suffer
from drift and this problem is exacerbated when trying to
integrate to obtain angles, due to integration drift. Nonethe-
less MEMS-based sensors are preferred due to their small
weight, size and cost.

3.1 Attitude estimation filter

Attitude estimation is performed by fusing linear acceler-
ations given by the accelerometers with the angular rates
reported by the gyroscopes. The two classical approaches
to attitude extraction using multiple sensors are the Kalman
filter and the Linear Complementary Filter.

3.1.1 Kalman filter

The Kalman filter is a standard solution to this problem,
however, real systems are neither linear nor suffer from
gaussian noise.

3.1.2 Linear complementary filter

The linear complementary filter exploits the differing spec-
tral characteristics of the measurement sources and fuses
these using a fixed gain. However, the filter relies on the
measurement system being able to be accurately linearized.

3.1.3 Nonlinear complementary filter

The nonlinear complementary filter developed in Mahony et
al. (2008) provides a superior method to fuse the accelerom-
eter and gyro measurements, exploiting the known proper-
ties of the underlying system. The specific form of the non-
linear complementary filter that is used for our implementa-
tion is one of the three nonlinear complementary filter types
designated by Mahony et al. (2008), which they term the
passive nonlinear complementary filter. The rotation of the
quadrotor can be described using a rotation matrix and all
possible orientations of the quadrotor live in the space of
3 × 3 orthogonal matrices known as the Special Orthogonal
Group SO(3). The rotational kinematics of the quadrotor is
given by (4) and this filter was specifically designed on the
SO(3) group to exploit this fact. We summarize in this sec-
tion the functioning of this filter and how we use it.
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The proposed observer/filter is posed as a kinematic sys-
tem

˙̂
R = (R̂� + kpR̂ω)XR̂ (9)

to give an estimate, R̂, of the attitude of the system. Here, R̂

is the estimated attitude, � is the angular velocity given by
the gyros, ω is the correction/ innovation term and is a func-
tion of the error R̃, given by R̂T Ry , kp is a non-zero posi-
tive gain, and ()X denotes the creation of Skew-symmetric
matrix from the generating vector. The pre-multiplication
of � by the rotation matrix, R, is to ensure that the ve-
locity is in the correct frame of reference. This is neces-
sary since measured angular velocity lies in the body-fixed
frame, while the filter requires the two measurements in the
same frame. A block diagram of the nonlinear filter is shown
in Fig. 5.

The aim is to design an observer that drives the error R̃

to I , where R̃ is the error between the attitude estimated
by the filter R̂ and the estimated attitude Ry using the ac-
celerometers (see (10) and (11) for details). The innovation
term, ω, can be seen as a nonlinear approximation of the er-
ror between R and R̂. Through Lyapunov analysis, Mahony
et al. (2008) shows this is found to be the mapping of the
error onto the tangent space of SO(3), which is the space of
skew-symmetric matrices. It is given by vex(πa(R̃)), where
πa(R̃) = 1

2 (R̃ − R̃′) and vex returns the generating vector of
a given skew-symmetric matrix.

Initial angular estimates are provided by the accelerome-
ter, using

φ = arctan

(
z̈

ÿ

)
+ π

2
, (10)

θ = − arctan

(
z̈

ẍ

)
− π

2
, (11)

where the angles are measured in radians, φ and θ are the
roll and pitch angles, respectively. The accelerations, ẍ, ÿ,
and z̈ are for the x, y, and z measured accelerations, in m/s2.
Note that in practice, the atan2 function is used for robust-
ness. Angles exceeding π and below −π are explicitly taken
care of.

From the block diagram of the nonlinear filter (Fig. 5),
one can notice the structural similarity with the linear/class-
ical complementary filter, and hence the name they gave it.
In the block diagram setup of the filter, the R̂T operation
is an inverse operation on SO(3) and is equivalent to a “-”
operation for a linear complementary filter. The R̂T R opera-
tion is equivalent to generating the error term y − x̂. The two
operations πa(R̃) and (R�)X are maps from the error space
and velocity space into the tangent space of SO(3).The two
skew-symmetric matrices thus generated are added using a
positive gain kp , giving

B = kp · πa(R̃) + (R̂�)X. (12)

Fig. 5 Block diagram of the nonlinear complementary filter

Finally, taking the exponential map brings us back to the Lie
Group SO(3). However, given the constraints of embedded
processors, it is desirable to find a computationally cheap
solution to this matrix exponential. Fortunately, the matrix
exponential of skew-symmetric matrices has a closed form
solution using the Rodrigue’s Equation,

A = I3 + B
sin(|vex(B)|dt)

|vex(B)|dt

+ B2 1 − cos(|vex(B)|dt)

|vex(B)|dt
. (13)

The final form of the filter along with the bias estimator
is given by,

˙̂
R = R̂ · (�y − b̂ + ω)

X
(14)

˙̂
b = −kb · vex

(
πa(R̃)

)
, kb > 0, (15)

where b̂ is the estimated bias and kb is a bias gain which
needs to be greater than 0. The passive filter can be writ-
ten as (14) with no pre-multiplication of � by R. The min-
imum value for the pre-set gain, kp , of this filter is deter-
mined using a Lyapunov Argument, although the calculated
minimum value for stability is much lower than the practical
value used.

3.1.4 Performance and motivation

The nonlinear passive complementary filter is found to per-
form significantly better than the Kalman filter, as can be
seen in Fig. 6 from data taken during a typical hover. Stable
flight was not achieved using the Kalman filter. Moreover,
this particular nonlinear complementary filter implementa-
tion has a second feedback loop that makes use of the filtered
attitude R̂ in the angular velocity term, giving the advantage
of avoiding corrupting R̂ with the noise and errors in the
reconstructed pose from the accelerometers.

3.2 Attitude controller

With the attitude of the quadrotor accurately estimated, the
attitude is then stabilized using a PD controller, where the
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Fig. 6 Comparison of the attitude of the quadrotor, for the roll an-
gle, extracted using the nonlinear passive complementary filter and the
Kalman filter. This data is from a typical hover flight maintained using
vision-based navigation

roll, pitch and yaw control values, uφ , uθ and uψ , are gov-
erned by

uφ = kp,φ · (φdes − φ
) + kd,φ · (φ̇des − φ̇

)
(16)

uθ = kp,θ · (θdes − θ
) + kd,θ · (θ̇des − θ̇

)
(17)

uψ = kp,ψ · (ψdes − ψ
) + kd,ψ · (ψ̇des − ψ̇

)
(18)

where the superscript, des, indicates the desired angle or
angular rate. kp,φ, kp,θ , kp,ψ are the proportional control
gains, and kd,φ, kd,θ , kd,ψ are the derivative control gains.
An integrator is specifically not used as it was found to in-
crease in one direction (not necessarily the same direction
each flight) making the quadrotor unstable. To verify this,
the quadrotor was commanded to hover using data from
the camera. The quadrotor stayed in place during this time,
which should have kept the net angle at zero, however, the
integrator continued to build in one direction. This can be
attributed to sensor noise.

The dynamic model, (2)–(8) described in Sect. 2, is used
for calculating the desired angular rates, φ̇des, θ̇des, ψ̇des.
Using the approximation that the rotation matrix in (4) is
identity, and linearizing (5) about the hover point with small
angle approximations, we get,

φ̇des = 4kF Lωh

Ixx

(uφkrpm + crpm), (19)

θ̇des = 4kF Lωh

Iyy

(uθkrpm + crpm), (20)

ψ̇des = 8kMωh

Izz

(uψkrpm + crpm), (21)

where L = 23.2 cm is the distance from the axis of rotation
of the rotors to the center of the quadrotor; krpm converts
the uφ,uθ , uψ PD commands to RPMs, as they are in terms
of PWM values, and is determined to be equal to 10 when
around the hover thrust region; an offset, crpm, is needed to
match the nominal RPM with the nominal PWM; the values,
uφ, uθ , uψ , are determined using (16)–(18); and the terms,
Ixx, Iyy, Izz, are the diagonal elements of the inertia ma-
trix. The inertia matrix was calculated using direct measure-
ments of the distances and masses of the quadrotor, being
as accurate as possible by calculating large components as
containing subsets of smaller components. The determined
inertia matrix in kg − m is

⎡

⎣
Ixx Ixy Ixz

Ixy Iyy Iyz

Ixz Iyz Izz

⎤

⎦ =
⎡

⎣
0.02509 0.00016 −0.00276
0.00016 0.02610 0.00070

−0.00276 0.00070 0.02262

⎤

⎦ .

(22)

3.3 Altitude controller

Altitude is measured using a downward-facing sonar, which
is sampled at 20 Hz. The sampled data is run through a
length-3 median filter to reject outliers. A PID controller
along with a feedforward term, (23), is found to compensate
effectively for the nonlinear effects involved in the altitude
dynamics of the quadrotor, using

ualt = kp,alt · (zdes − z
) + ki,alt ·

∫ t

0

(
zdes − z

)
dt

+ kd,alt · (żdes − ż
) + unom, (23)

where zdes is the desired height, kp,alt , ki,alt , kd,alt are the
PID gains, and z indicates the measured height from the
ground by projecting the sonar reading onto the inertial z
axis, using

z = (cosφ · cos θ) · zsonar. (24)

In (23), the velocity, ż, is obtained by finite differentiation
of the input sonar measurements.

3.4 Actuation

The controller outputs, uφ,uθ , uψ and ualt , are inputs to the
ESCs in terms of PWM values, and they are converted to
individual motor commands using

⎡

⎢⎢⎢⎢⎣

u1
PWM

u2
PWM

u3
PWM

u4
PWM

⎤

⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎣

1 0 −1 1
1 1 0 −1
1 0 1 1
1 −1 0 −1

⎤

⎥⎥⎦

⎡

⎢⎢⎣

ualt

uφ

uθ

uψ

⎤

⎥⎥⎦ , (25)
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Fig. 7 Control block diagram. The green blocks indicate the attitude
control system; the blue blocks are for the sonar altitude controller; red
indicates the navigation system utilizing the SLAM algorithm on the

ground station, which returns position information. The purple refers to
the gripping controller. A backup manual controller for safety is shown
in tan (Color figure online)

where ui
PWM denotes the output PWM value to motor i.

The ui
PWM outputs to each motor are related to the airframe

torque of the dynamic model (5), with

ωi = krpm · ui
PWM + crpm, i ∈ 1,2,3,4 (26)

τa = (
τ 1
a , τ 2

a , τ 3
a

)T (27)

τ 1
a = L · b(

ω2
2 − ω2

4

)
(28)

τ 2
a = L · b(

ω2
1 − ω2

3

)
(29)

τ 3
a = k

(
ω2

1 + ω2
2 + ω2

3 + ω2
4

)
. (30)

This attitude controller achieves successful stabilization
of the roll, pitch and yaw of the quadrotor, allowing the
addition of a vision navigation loop for position control of
the vehicle. The attitude controller, as the innermost con-
troller of the complete quadrotor control system, is shown
in Fig. 7. Attitude system gains used to achieve stabilization
are shown in Table 1.

4 Navigation

The navigation system uses a visual SLAM algorithm to ob-
tain position and heading measurements from an onboard,
downward-facing monocular camera. The algorithm runs

Table 1 Attitude system gains

Gain Term Notation Value

Roll Proportional kp,φ 4.0

Pitch Proportional kp,θ 4.0

Yaw Proportional kp,ψ 8.5

Roll Derivative k̇p,φ 0.65

Pitch Derivative k̇p,θ 1.0

Yaw Derivative k̇p,ψ 3.5

Altitude Proportional kp,alt 2.9

Altitude Integral ki,alt 0.025

Altitude Derivative kd,alt 1.0

Altitude Nominal unom 1505

Nonlinear Complementary Filter Proportional kNLF 1.0

Nonlinear Complementary Filter Bias kb 0.3

off-board on the ground station and transmits the position
and yaw estimates to the quadrotor over a Zigbee link.
A PID controller is implemented onboard for tracking the
desired references. The current system uses a wired onboard
camera that sends the camera images over USB for offboard
processing, with offboard chosen for rapid-prototyping sim-
plicity, although the SLAM algorithm is capable of being
run onboard the quadrotor using one of the widely available
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dual-core computers. The hanging USB cable does interfere
with efficient stabilization and positioning of the quadrotor,
acting as an external disturbance and limiting the accuracy
of the system. Despite this handicap we are still able to show
that the quadrotor can accurately stabilize and navigate.

4.1 SLAM using a camera

Ego estimation using a camera is usually done either by
tracking distinctive features in the images or using dense
motion algorithms such as optical flow, which track image
intensities in order to give a motion flow field. The approach
of feature tracking was chosen for this work owing to com-
putational requirements and the difficulty of extracting envi-
ronment geometry from optical flow.

The problem of feature-based visual SLAM is typically
solved using two different approaches. First is a Kalman fil-
ter (KF) based approach (Davison et al. 2007), in which the
state vector consists of the 6-DOF pose of the vehicle, and is
augmented to include distinctive landmarks in the environ-
ment as they are observed. The drawback of this approach
is the continuously expanding state vector, as even the most
efficient matrix inversion algorithms require on the order of
O(n2.376) time to invert a matrix. To address this issue, a
small number of high quality features that are invariant to
changes in scale, viewpoint, rotation and illumination to an
extent, such as the Scale Invariant Feature Transform (SIFT)
(Lowe 2004) are employed, however, this leads to a very
sparse map. Moreover, the linearization of the motion and
measurement model takes a toll on the accuracy.

Unscented KF based approaches have been proposed to
rectify this, but still need to deal with matrix inversion. A re-
lated approach to this is the FastSLAM algorithm (Monte-
merlo et al. 2003) that maintains multiple hypotheses of the
vehicle pose and map and is computationally more efficient.

Recently, studies have concluded that maintaining a high
number of relatively low quality features and using Structure
from Motion (SfM) techniques leads to more accurate maps
(Strasdat et al. 2010). This was the motivation of choosing
the second approach, SfM, over Kalman Filter based tech-
niques.

4.2 Overview of the vision-based SLAM algorithm

The outlined approach uses the visual SLAM algorithm de-
veloped in Klein and Murray (2007). This SLAM algorithm
is highly capable of tracking and mapping from a single
camera, and the motion model employed copes well with
sudden accelerations that occur on the quadrotor. The basic
approach of the algorithm is the splitting of the tracking and
mapping tasks into two separate threads.

The tracking thread runs continuously and performs fea-
ture detection and matching based upon each successive fra-
me, in order to compute an estimate of the current camera

pose. The mapping thread runs a subset of all the frames,
called key frames, through Bundle Adjustment to gener-
ate a more accurate map. These key frames are distinc-
tive frames that are selected on heuristic criteria such as
minimum euclidean distance between key frames, passage
of minimum frames etc. Bundle adjustment solves a non-
linear least squares optimization problem where the objec-
tive function is the reprojection error. The reprojection error
is the difference between where a feature is observed and
where it is expected to be observed, projected on the cam-
era frame. The most popular algorithm to solve this problem
is the Levenberg-Marquardt Algorithm, which takes into ac-
count not only the gradient but also the curvature. The in-
tuition behind the algorithm is opposite to that of gradient
descent, in the sense that larger steps are taken when the
gradient is small. More efficient algorithms, such as Sparse
Bundle Adjustment (Lourakis and Argyros 2009), exploit
the sparsity of the Hessian Matrix.

Due to the lack of depth information from the monocu-
lar camera, there is the problem of the unobservability of the
map scale. For rapid-prototyping simplicity, the map scale is
initially estimated by hand using a stereo technique based on
a specific translation between two locations during map gen-
eration, as implemented in Klein and Murray (2007). This
map initialization serves a dual purpose of also allowing the
quadrotor to have a small pre-mapped section where it takes
off, as the quadrotor takes off blindly until the navigation
system can track within the known area using a recovery
procedure outlined in Klein and Murray (2008), before mov-
ing to and mapping new locations.

As a side note, the OpenCV implementation of the pyra-
midal KLT Tracker (Bouguet 1999) was also tested but fou-
nd to be less robust than the tracking algorithm employed in
this work.

4.3 Controller design

The navigation and attitude (and altitude) controllers are
cascaded with the attitude (and altitude) controller being the
inner loop. The attitude (and altitude) controllers take in the
desired roll φ, pitch θ , heading ψ and the desired height
zdes as inputs from the navigation controller. The ground
station receives images from the onboard camera at a rate of
about 30 Hz, and then sends the positioning information to
the navigation controller after a processing and communica-
tion delay of approximately 50 ms. Running the navigation
loop at 30 Hz also ensures it being spectrally separated from
the attitude loop. The delay is calculated based on the esti-
mated total time for acquiring an image, performing feature
tracking (for a reasonably large map) and wirelessly trans-
mitting the position data to the onboard controller. These de-
lays were shown in Sect. 2, Fig. 4. Note that the time taken
for feature tracking would increase with an increase in fea-
ture points and that bundle adjustment essentially serves to
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refine the map and is not accounted for in the latency cal-
culation. The time for acquiring an image and performing
feature tracking is calculated by timing the relevant code
sections and the time for wireless transmission is calculated
based on information provided by the manufacturer of the
transceiver.

Initially, the navigation controller was implemented as a
PID controller with its outputs unav,x and unav,y directly
controlling the motors to allow for more reactive control,
transforming (25) to

⎡

⎢⎢⎢⎢⎣

u1
PWM

u2
PWM

u3
PWM

u4
PWM

⎤

⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎣

1 0 −1 1
1 1 0 −1
1 0 1 1
1 −1 0 −1

⎤

⎥⎥⎦

⎛

⎜⎜⎝

⎡

⎢⎢⎣

ualt

uφ

uθ

uψ

⎤

⎥⎥⎦ +

⎡

⎢⎢⎣

0
unav,x

unav,y

0

⎤

⎥⎥⎦

⎞

⎟⎟⎠ . (31)

The problem with this was the conflict between the attitude
and navigation controllers, with one trying to counteract the
other. This manifested in somewhat jerky behavior of the
quadrotor with it being unable to maintain an accurate hover.

The navigation controller was later changed to a PID con-
troller with the desired linear accelerations as outputs,

ẍdes = kx
p,nav · (xdes − x

) + kx
i,nav ·

(∫ t

0

(
xdes − x

)
dt

)

+ kx
d,nav · (ẋdes − ẋ

)
(32)

ÿdes = k
y
p,nav · (ydes − y

) + k
y
i,nav ·

(∫ t

0

(
ydes − y

)
dt

)

+ k
y
d,nav · (ẏdes − ẏ

)
, (33)

where the superscript, des, refers to the desired position and
velocity, and k∗

p,nav , k∗
i,nav and k∗

d,nav are the proportional,
integral and derivative gains. The integrator here can effec-
tively account for small offsets since the measurement data
is relatively accurate even for small measurements (unlike
in the attitude system). These offsets can be due to in-flight
effects such as actuator friction buildup in the bearing and
efficiency changes due to heating, and an integrator can ac-
count for them as well as for the reduction of steady-state
error. As expected, an integrator will always be trying to
catch up, essentially adding a delayed proportional term to
the system, which can easily lead to unstable results if the
integrator term is too large. In this case, utilizing a small in-
tegrator in the navigation control noticeably improved the
position error. Finite differentiation of the position is used
to obtain an estimate of the velocity, as the accelerometer
data is too noisy to give a reliable estimate when integrated.

Table 2 Navigation system gains

Gain Term Notation Value

X Proportional kx
p,nav 1.15

Y Proportional k
y
p,nav 1.20

X Integral kx
i,nav 0.002

Y Integral k
y
i,nav 0.002

X Derivative k̇x
p,nav 0.70

Y Derivative k̇
y
p,nav 0.95

Navigation Altitude Proportional knav
p,alt 3.1

Navigation Altitude Integral knav
i,alt 0.023

Navigation Altitude Derivative knav
d,alt 1.2

Yaw KF Process Noise Variance Qψ 0.1

Yaw KF Observation Noise Variance Rψ 0.08

Navigation gains used to achieve accurate hover and path
following are shown in Table 2.

The outputs of the PID controllers in (32) and (33) are
desired accelerations, based on linearization of (3) about the
hover region for the acceleration of the center of mass in
the inertial frame, and the desired angles are calculated after
accounting for the yaw of the vehicle, using

[
φdes

θdes

]
= 1

g

[
sinψ − cosψ

cosψ sinψ

][
ẍdes

ÿdes

]
. (34)

φdes and θdes are then sent to the attitude loop using (16)
and (17).

Integration of the yaw angular rate is found to give in-
sufficiently accurate estimates of the yaw angle over time.
Therefore, the yaw angle, ψ , is determined from fusing an
appropriately delayed value of the integrated angular yaw
rate with the yaw determined from the SLAM algorithm, us-
ing a Kalman filter. The height, z, obtained using the SLAM
algorithm can be directly used for visual altitude control, us-
ing a similar PID controller as in (23).

The navigation controller also has a specific path track-
ing mode, in which the quadrotor tracks a path at a desired
velocity. The controller works on normal and tangent com-
ponents of the path as described below.

4.4 Path following control

A path is defined, P ∈ N × R
2, by a sequence of N de-

sired way-points in two dimensions, [xdes
i ydes

i ]T , along a
path segment Pi connecting way-point i to i + 1, with a
constant desired speed of travel for the path, [ẋdes

pos ẏdes
pos]T .

This path definition is shown visually in Fig. 8. Let ti be the
unit tangent vector in the direction of travel along the path
from [xdes

i ydes
i ]T to [xdes

i+1 ydes
i+1]T , and ni be the unit normal

vector to the path. Then, given the actual current position of
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Fig. 8 Path definition, with way-points i and i + 1 and corresponding
path segments, noting the tangent and normal path components

the vehicle, [xpos ypos]T , the normal path errors, enP , ėnP

and tangent path errors, etP , ėtP are

enP =
([

xdes
i

ydes
i

]
−

[
xpos

ypos

])
· ni, (35)

etP =
([

xdes
i

ydes
i

]
−

[
xpos

ypos

])
· ti , (36)

ėnP = −
[
ẋpos

ẏpos

]
· ni, (37)

ėtP =
([

ẋdes
i

ẏdes
i

]
−

[
ẋpos,

ẏpos

])
· ti , (38)

where the tangent path components of the desired velocities
must be taken since the desired velocities are implemented
independently from the desired path, in terms of x and y

components.
Both the along path error and error rates are used in order

to simplify the controller operation between hover and path
modes. This allows for an essentially seamless transition be-
tween the two modes, utilizing the same controller but just
different desired positions and velocities. In the path, the er-
ror is used to drive the system to the desired position, while
the error rate is used to keep the quadrotor to a specified
velocity. Thus, the along path tracking employs PD control,
while the normal path regulation employs PID control using

utP =
[
unav,x

unav,y

]

tP

=
[
kx
ptP,nav 0

0 k
y
ptP,nav

]
etP

+
[
kx
dtP,nav 0

0 k
y
dtP,nav

]
ėtP (39)

unP =
[
unav,x

unav,y

]

nP

=
[
kx
pnP,nav 0

0 k
y
pnP,nav

]
enP

+
[
kx
dnP,nav 0

0 k
y
dnP,nav

]
ėnP

+
[
kx
inP,nav 0

0 k
y
inP,nav

]∫ t

0
enP dt. (40)

The path gains and the hover gains are set equal, limiting
the need to retune. Although task specific gains could be
explored in future work, the hover gains were found to have
a good carryover to the path following. Since, utP and unP

are ultimately implemented in terms of x and y axes, they
need to be merged to obtain the desired accelerations in x

and y, using,

ẍdes = utP
nav,x + unP

nav,x, (41)

ÿdes = utP
nav,y + unP

nav,y . (42)

Completion of segment i for transition to segment i + 1
occurs at the point that the quadrotor reaches way-point
i + 1. Upon completion of Pi , the integrators for the nor-
mal path error are reset if the direction to way-point i + 2
is not tangent to ti . This is to account for the fact that the
built up error for the normal path is tied to the path direc-
tion which is based upon the components of x and y, and
will not carry over directly to a different path direction. Al-
ternatively, low curvature paths where the angle between ti
and ti+1 is small, the integrator could be kept. Additionally,
it might be beneficial in future work to take components of
the built up integrator for appropriate application to the cur-
rent direction, allowing for reduction in the time required
for the integrator to build up for the new path segment. The
path does not incorporate changes in the vertical path di-
mension. Paths are generated in Matlab, but could easily be
generated onboard the quadrotor. A distance gain is used in
the path generation, the value for which sets the spacing be-
tween way-points, and is related to the speed at which the
quadrotor is intended to travel the path and must be adjusted
concurrently with the desired speed setting.

4.5 Need for a better controller

Stability is achieved with a linear PID controller when the
quadrotor is near the desired hover point. However, there
are two cases in which the navigation system will find itself
far from the desired location: when a disturbance causes the
quadrotor to be moved far from the steady-state desired lo-
cation, or when a desired position is given that is far away.
These situations may lead to the quadrotor displaying os-
cillatory or unstable behavior, in part due to the lineariza-
tion performed in the control of the quadrotor. Another ma-
jor reason for the quadrotor displaying overshoot and slowly
damped oscillations when given step inputs or disturbances
was due to measurement noise, finite differentiation effects
and the over-hanging cable. For example, when the quadro-
tor was commanded to increase its height by a large step
input, the hanging cable could create a transient disturbance
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due to its weight or even occlude the sonar attached under-
neath reporting a smaller height than the true value. Simi-
larly, when navigating in the x and y axes, spikes in the po-
sition data from the visual SLAM algorithm were observed
implying a large change in position even though the quadro-
tor had moved a small distance. These lasted long enough to
cause a jerk in the quadrotor motion. These spikes could be
attributed to the cheap off-the-shelf webcam used that could
suffer from blurred frames under motion leading to a mo-
mentary failure in tracking.

4.6 Nonlinear controller

A modified controller design is implemented using the sig-
moid function, which is an “S” shaped curve with a satura-
tion. A symmetrical function is desirable so that no switch-
ing action needs to be done based on the desired direction,
thus the upper and lower asymptotes of the function will be
equal and opposite. With the output required to be zero when
the input is zero, the function takes the simplified form

Y(t) = A

1 + e−Bt
− A/2, (43)

where A sets the upper and lower asymptotes and B sets the
growth rate.

4.6.1 Altitude regulation

The altitude is regulated using a PID controller, with the P
and D commands derived using the sigmoid function. The
integral term is kept using the linear control, since its pur-
pose is to counteract the decaying battery power, which can
be handled using a linear approximation. The controller is
then

ualt = Aalt
kp

1 + e
−Balt

kp (zdes−z)
− Aalt

kp

2
+ ki,alt

∫ t

0

(
zdes − z

)
dt

+ Aalt
kd

1 + e−Balt
kd (żdes−ż)

− Aalt
kd

2
, (44)

where ualt is used as described in Sect. 3, with the motor ac-
tuation for the PWM to the motors given by (25). The gain
constants used for the nonlinear altitude controller are indi-
cated in Table 3.

4.6.2 Navigation

Navigation for both hover and path following is regulated
based on a controller using PID inputs, with the commands
derived using the sigmoid function. The controller is,

S∗
kp = A

nav,∗
kp

1 + e
−B

nav,∗
kp (∗ref

pos−∗pos )
− A

nav,∗
kp

2
,

Table 3 Altitude nonlinear controller gains

Gain Term Notation Value

Altitude Proportional Asymptote Bound Aalt
kp 60

Altitude Proportional Growth Rate Balt
kp 0.2

Altitude Derivative Asymptote Bound Aalt
kd 40

Altitude Derivative Growth Rate Balt
kd 0.071

Table 4 Navigation nonlinear controller gains

Gain Term Notation Value

Navigation x Proportional Asymptote Bound A
nav,x
kp 100

Navigation x Proportional Growth Rate B
nav,x
kp 0.04

Navigation y Proportional Asymptote Bound A
nav,y
kp 100

Navigation y Proportional Growth Rate B
nav,y
kp 0.04

Navigation x Derivative Asymptote Bound A
nav,x
kd 90

Navigation x Derivative Growth Rate B
nav,x
kd 0.042

Navigation y Derivative Asymptote Bound A
nav,y
kd 90

Navigation y Derivative Growth Rate B
nav,y
kd 0.052

Navigation x Integral Gain ki
nav,x
sig 0.004

Navigation y Integral Gain ki
nav,y
sig 0.005

unav,x = Sx
kp + ki

nav,x
sig

∫ t

0
Sx

kpdt

+ A
nav,x
kd

1 + e−B
nav,x
kd (ẋ

ref
pos−ẋpos )

− A
nav,x
kd

2
, (45)

unav,y = S
y
kp + ki

nav,y
sig

∫ t

0
S

y
kpdt

+ A
nav,y
kd

1 + e−B
nav,y
kd (ẏ

ref
pos−ẏpos )

− A
nav,y
kd

2
, (46)

where ∗ is either x or y depending on the context, and
unav,x, unav,y are used as described in Sect. 4 with the out-
put being interpreted as a desired acceleration and then used
to determine the desired angle according to (34). The gain
constants used for the nonlinear navigation controller are
indicated in Table 4. A similar controller has been applied
in Ahn and Thanh (2005), however, the saturation is applied
to the output of the PID rather than each of the components.

Note that a linear integrator is not used here, as unlike
for the altitude control, the integrator will begin to build up
excessively if far from the desired position, causing an un-
recoverable situation. As shown, the integrator term is de-
termined from integrating the position error after it has been
modified through the nonlinear proportional function, mak-
ing it somewhat of a hybrid linear-nonlinear integrator, as it
linearly accumulates the nonlinear system output. Although
if constantly far from the nominal position, this integrator
would get large, in general it stays small enough due to the



54 Auton Robot (2012) 33:41–68

Fig. 9 Desired accelerations for
the linear vs. nonlinear
controllers—x axis

gain value and the integration of nonlinear saturated out-
puts. Calculating the integrator term via integration of the
actual position error and then run through its own nonlinear
function for growth rate and saturation level tunings is not a
good option. This is because when far from the desired po-
sition, the integrated position error will get large very fast,
and if this value is used for integration, it will be very large
most of the time, and thus when run through the nonlinear
controller, will always be at the saturation level. An alter-
native method is to blend the two, where the integration is
performed on the nonlinear system output, as it is now, but
then that value is operated on by its own nonlinear function,
with separate growth rate and saturation level tunings. This
could be explored in future work for possible improvements
in performance.

4.7 Noisy measurement benefits of controller

An auxiliary and unexpected benefit of the nonlinear con-
troller is its ability to limit the effects of measurement noise,
which is a very important advantage when using consumer-
grade components. With the linear controller, large changes
in velocity in the z direction were often observed. This was
mostly due to the hanging camera wire entering the mea-
surement cone of the sonar causing a relatively smaller al-
titude reading leading to a huge change in velocity. This
happened despite the use of a median filter to remove out-
liers in the sonar readings. This same issue was also seen
in the reporting of translational velocities. As can be seen
in Fig. 9, the desired acceleration being output by the lin-
ear navigation controller near the 130 sec mark is above

3000 m/s gain, which is due to a large change in velocity
reported by the SLAM algorithm. This is mostly caused ei-
ther due to measurement noise or finite differentiation ef-
fects because of a small dt . The nonlinear controller grace-
fully handles this scenario as can be seen in the lower graph.
The relatively much slower dynamics of the quadrotors as
compared to the frequency of measurement data makes it
impossible for the quadrotor to have changed its position
by a huge amount in one measurement interval. This re-
duction in large changes due to measurement noise pro-
vided a large improvement in the quality of the flight of
the quadrotor, as well as provided greater stability since the
quadrotor would be prevented from receiving a command
that would cause it to reach the unstable flight region. We
would like to note that while using a saturation greatly im-
proved the performance of our system, we do not claim that
a saturation-based controller outperforms a standard PID
controller in general. In circumstances where a large dis-
turbance is received, the saturation might curtail the ability
of the quadrotor to respond by not allowing greater con-
trol effort. In such cases, a standard PID might work bet-
ter.

5 Aggressive landing on inclined surfaces

Building upon the capabilities presented in the previous
sections, the idea of pushing the flight envelope assump-
tions of near hover region control becomes feasible. Al-
though the capabilities already presented yield a very capa-
ble autonomous MAV, it becomes apparent upon the study
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of manually controlled MAVs flown by expert pilots that au-
tonomous MAVs are capable of performing more maneu-
verable flight, and such capability is a desirable trait for the
ultimate goals of these vehicles.

The demonstration of aggressive and precise landing on
inclined surfaces illustrates a maneuver that would allow
such abilities as landing in constrained spaces. The applica-
tions of this capability include surveillance, inspection, and
mobile sensor networks. The practical use of such abilities
(using an engagement mechanism) is already being exam-
ined, including the capability to perch on power lines for
recharging (Moore and Tedrake 2009).

More recently, research has focused on aggressive perch-
ing examining specifically the type of maneuver that many
birds routinely perform, which is that of an aggressive aero-
batic maneuver characterized by a rapid reduction in speed
through the use of a high angle of attack of the aircraft wing
surfaces such that a point landing can be achieved (Desbiens
et al. 2011; Cory 2010). Aggressive maneuvers using a ro-
torcraft, rather than a fixed-wing, presents some unique chal-
lenges stemming from various aerodynamic effects that be-
come significant at rotor descent and translation speeds that
are comparable to the induced wind speed, including blade
flapping, translational lift, and toroidal vortexes (Hoffmann
et al. 2007; Huang et al. 2009). The maneuver performed in
this work is analogous to this type of aggressive perching
in every respect except for the absence of an engagement
mechanism, albeit with less accuracy than would typically
be required.

In this work, initial results on landing on inclined sur-
faces is demonstrated using an onboard camera as the only
navigation sensor. The landing surface is a hand-made
wooden podium, about 2 feet high with a landing surface
of 2 feet by 2 feet, making it roughly 9 times the area of the
quadrotor landing gear, and is similar to the perching setup
in Bayraktar and Feron (2008), although without the use of
velcro. The angle of the podium landing surface is 30 de-
grees and is covered with a half inch layer of high-density
foam, to provide some friction for landing, as well as for
protection of the quadrotor. The location of the landing pad
is known a priori, and a trajectory is generated ahead of
time. To accomplish this, the path to the landing pad, and
the landing pad itself, were pre-mapped for location deter-
mination and to prevent navigation delays due to mapping
updates. An example of the feature map generated for this
maneuver is shown in Fig. 10.

Initially, perching on a string using a hook underneath the
quadrotor was considered, but was determined to be unfea-
sible due to two reasons: point landing on the string would
cause the quadrotor to tip over and fall to the ground; and
landing on the string would prevent the quadrotor from tak-
ing off again, which could be attempted from an inclined
surface.

Fig. 10 Map example of the features making up the landing pad and
the path

Table 5 Perching nonlinear controller gains

Gain Term Notation Value

Navigation y Prop. Asymptote Bound A
nav,y
kp 200

Navigation y Prop. Growth Rate B
nav,y
kp 0.013

Navigation y Deriv. Asymptote Bound A
nav,y
kd 360

Navigation y Deriv. Growth Rate B
nav,y
kd 0.0128

Navigation y Integral Gain ki
nav,y
sig 0

Navigation y Desired Velocity (ẏ)des
nav 350 cm/s

The controller used is the nonlinear saturation controller
described in Sect. 4.6. This controller is used due to the noise
within the tracking measurements from the navigation sys-
tem (relying on a camera) from the rapid dynamic transi-
tions needed for this maneuver. The only modification to the
nonlinear saturation controller needed is specifically allow-
ing more control authority to the navigation system, for al-
lowing an attitude change near 30° in order to obtain high
speed flight. To achieve this, the saturation asymptotes are
increased to an estimated and then empirically tuned value,
based upon the needed desired angle for the speeds being
achieved. The gains and saturation levels used for the ma-
neuver different from Table 4 are shown in Table 5. Only
gains on the y axis were changed since perching was per-
formed on this axis.

The path generated for aggressive landing is character-
ized by high desired speeds for the initial fast translational
movement followed by a transition to a zero desired speed
at the point at which the maneuver must take place, so as
to reach the landing pad at nearly zero velocity and a high
angle of attack. As the desired speed is increased, to values
above 300 cm/s, and with a distance gain, kd near 4 cm,
over a translational distance to the landing pad of about
3 meters, the quadrotor actually begins to overpass the way
points in the path due to its rapidly increasing speed from
the initial commands. This is actually used advantageously
for this maneuver, for as the crossing point is reached, the
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Fig. 11 Perching maneuver
action shot sequence

command values from the controller are reduced over a
short period of time until they become reversed. This then
causes a rapidly increasing controller command in the oppo-
site direction of travel, initializing the post-stall maneuver.
A simple state transition is used upon reaching the landing
pad, at which point the thrust is rapidly decreased and then
turned off. During this entire maneuver, the system relies en-
tirely on visual height control to maintain altitude, as using
a sonar would report the incorrect height approaching the
landing pad leading to an increase in thrust. The quadrotor
was able to successfully land on a 30 degree inclined sur-
face, achieving angles greater than 10 degrees on the high-
speed translational portion, and angles up to 15 degrees for
the post-stall maneuver. Translational speeds of 3 m/s were
achieved.

Although the angles and speeds are not large, the in-
door testing area was limited to only 4 meters, restricting
the speeds, and thus the angles, of the maneuver. It is ex-
pected that these slower speeds allow for adequate trajec-
tory tracking even with linearized models, as aerodynamic
effects such as blade flapping and vehicle drag start becom-
ing significant at velocities slightly higher than the ones
achieved (Huang et al. 2009). A sequence of action shots
of the maneuver are shown in Fig. 11. In the video of this
maneuver, the quadrotor exhibits buffeting behavior in the
horizontal plane normal to the maneuver. This is due to the

effects of the camera cable hanging from one location on the
quadrotor, which act as a significant disturbance during such
a high speed flight.

6 Gripping

Unlike fixed wing MAVs that are incapable of driving their
velocity to zero, quadrotors are ideally suited to the task
of aerial manipulation or grasping. However, three major
challenges need to be overcome: precise positioning, object
sensing and manipulation, and stabilization in the presence
of disturbance due to object interaction. Gripping an object
results in a change in the flight dynamics often leading to in-
stability of an aerial vehicle. This is even more pronounced
in the case of a nonlinear and naturally unstable system such
as the quadrotor. Maintaining flight stability under these
conditions is challenging and requires robust disturbance re-
jection. Aside from this already difficult prerequisite, the ve-
hicle will need to be capable of precisely navigating to the
object and then have some means of sensing and interacting
with it.

The design of the object sensing methods and gripper is
limited to the same low-cost constraints as the entire quadro-
tor system. In addition, due to the computational require-
ments of the SLAM algorithm and the limitation to just a
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single dual-core processing ground station, utilizing addi-
tional offboard processing is not feasible. This quickly re-
duced the number of options, based upon consumer-grade
sensors that can be processed onboard without limiting the
speed of the attitude controller. The design of the gripper is
highly dependent upon the structure of the platform and the
space constraints.

6.1 Object sensor

A camera extracted from a Nintendo WiiMote is used, ow-
ing to its low cost, light weight, low power consumption,
and specialized sensing capability. The camera consists of a
1024 × 768 pixels Charged Coupled Device (CCD) sensor
and a custom system-on-a-chip that is capable of tracking
up to four IR light sources simultaneously. It reports the x

and y pixel positions of the IR light sources, or blobs, along
with the estimated blob size, as a value ranging from one to
six. These measurements can be obtained at a rate of up to
200 Hz.

The camera has two ways with which it can be interfaced:
Bluetooth and I2C. Due to latency concerns from using blue-
tooth, the camera is interfaced directly, over I2C. We built a
board that houses the camera and supporting components,1

shown in Fig. 3.
The camera can detect IR blobs up to a distance of 5 m

and has a field of view (FOV) of 41 degrees horizontal and
31 degrees vertical. Parameters such as the minimum and
maximum blob size and camera gain can be set over I2C.
The gain parameter is related to the sensitivity of the cam-
era, with a gain of 255 experimentally found to provide the
optimal performance for our implementation.

6.2 Gripper

The gripper is shown in a closed position, separate from the
vehicle, in Fig. 12.

The key application specific requirements for the gripper
are:

– Compliance: Due the limited positional accuracy achiev-
able using quadrotors, a gripper is needed that is capable
of manipulation under uncertainty.

– Ability to flatten itself: This unique requirement is due to
the small landing gear on the current system, requiring a
gripper able to be accommodated under the landing gear
for takeoff and landing. Additionally, the gripper needs to
avoid occluding the IR sensor, necessitating the ability to
flatten out of view for object identification and tracking.

– Light-Weight: The limited payload capacity and already
high energy costs drive this requirement.

1Camera I2C interfacing are discussed by Kako on his website
(http://www.kako.com).

Fig. 12 Gripper showing the cables, pulleys and elastic bands used to
provide compliance and under-actuation

– Minimal actuation: For similar reasons, an under-actuat-
ed system reduces the need for more motors, alleviating
power and weight constraints.

– Tall gripper: The height of the gripper signifies the verti-
cal distance from the object to the quadrotor base. The
specific need for a tall gripper stems from the camera
dead-zone, where at a distance of 5 cm it is incapable of
detecting IR blobs and even just above this distance the
FOV contains a very small area. This additionally neces-
sitates mounting of the camera as high as possible.

6.3 Design and integration

A custom gripper is designed owing to the unavailability of
grippers that satisfied the criteria listed above, especially
the ability to flatten. In general, conventional robot grip-
pers require high precision, which is not feasible for a hov-
ering quadrotor. Initially, a very basic pincer-type single-
joint gripper was constructed, which proved unworkable due
to the need for compliance in order to allow insensitivity
to uncertainty. After a couple iterations, an under-actuated
gripper with two-link fingers was designed. A string-pulley
system is installed with the string running along the length
of the finger to allow both passive compliance and under-
actuation, with one motor being able to actuate both the
joints. The string-pulley system additionally improved the
force transmission to the tips of the gripper. A rubber band
is placed to keep the gripper open in the unactuated state and
additionally produce a gripping action that is more smooth,
accurate, and compliant. Two “finger” attachments were rig-
idly attached offset to the main “finger” to handle uncer-
tainty in the direction perpendicular to the plane of gripper
motion. This gripper design provides the benefits of minimal
actuation and no gripper-based sensing requirements, unlike
other complicated control schemes as force control, which
provide active compliance. The foundation of the design
is inspired from the gripper presented in Dollar and Howe

http://www.kako.com
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Fig. 13 Gripper shown mounted under the quadrotor

(2006). Owing to the unavailability of other options, Lego
components were the choice for rapid-prototyping construc-
tion.

The final design is shown in Fig. 12. It uses a combina-
tion of pulleys and elastic-bands to achieve under-actuation,
compliance, insensitivity to positional inaccuracy and is ca-
pable of grasping objects up to 7.5 cm wide. The gripper
is mounted vertically underneath the quadrotor, as shown
in Fig. 13. Unfortunately, the way this gripper is used, the
quadrotor cannot land with an object enclosed in the grip-
per; it must be dropped first.

Actuation of the gripper is achieved using a micro servo
from Futaba, weighing just 8 g. It accepts PWM signals
varying in width from 1 to 2 ms at a rate of 50 Hz, with
the indicated pulse widths signifying the positions for the
servo. The torque provided by the motor is found to be suf-
ficient to actuate the gripper and maintain a closed position
when grasping objects.

6.4 Implementation details

The IR camera is found to be most sensitive to the 940 nm
wavelength, therefore an IR LED with a peak emittance at
940 nm is used as a marker. The LED is extremely small
and can be unobtrusively placed along with the object to be
gripped.

The sonar altitude sensor described in Sect. 2 cannot be
used during gripping maneuvers, since it will see a shorter
distance when it is over the object. Instead, altitude is con-
trolled only based off of the navigation system, as mentioned
in Sect. 4.

6.5 Control system architecture

A third outer control loop is added that can be viewed as a
guidance loop, shown in Fig. 7, which changes the desired
position of the quadrotor based upon the measured position

of the IR blob. A feedback loop is required due to the quan-
tized and noisy blob location data returned by the camera,
and the lack of true relative positioning information. Ini-
tially a PD loop was tested for changing the desired posi-
tion, but gave poor results due to it causing rapid changes in
the desired position. Since the translational dynamics of the
quadrotor are relatively slow, an integrator alone is sufficient
for convergence to the desired position. Moreover, the grip-
ping control loop is only activated once the LED/object is
detected. At the time of detection, the quadrotor is roughly
positioned over the object and needs only a gentle nudge to
accurately position itself such that the object is in the cen-
ter of the gripper. Therefore, the gripping loop only needs
to send small commands to the navigation loop and for this
purpose an integrator seemed to be a good choice. The out-
puts of the integrator loop,

xoffset = kx
i,IR ·

∫ t

0

(
xdes
IR − xIR

)
(47)

yoffset = k
y
i,IR ·

∫ t

0

(
ydes
IR − yIR

)
, (48)

are the offsets for the desired positions of the navigation
loop, with kx

i,IR, k
y
i,IR being the integrator gains.

In order to reach within gripping distance, a change in
altitude of the quadrotor is performed using the blob size
measurement from the IR camera. With our gain settings, a
blob size of one indicates over 1 m away, while the clos-
est measurable blob size is six, which is very close to the
5 cm minimum detectable distance from the camera. A pro-
portional height change is utilized for any blob size other
than five, as long as the measured blob position is within a
centered area of the camera. In case the camera loses sight
of the IR blob, the quadrotor stops descending and tries to
relocate the light source. At a blob size of at least five, the
gripper is activated and the quadrotor returns to the original
height and hovers.

The control complexities involved with gripping, includ-
ing the disturbance effects from grasping and carrying an
object are handled effectively using the cascaded PID con-
trol structure. A PID loop for positional control and a PD
loop for attitude stabilization is found to be robust enough to
deal with the disturbances caused by gripping. These distur-
bances are mainly due to aerodynamic effects and the con-
tact forces of the object acting on the quadrotor.

7 Experimental results

This section gives a selection of results showcasing dif-
ferent aspects of the quadrotor’s capabilities, along with
some images during flight. The results presented include
reference angle tracking of the attitude system, navigation
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Fig. 14 Coordinate plots for hover and square path flights

accuracy measurements from a typical hover and square
path, vision-based height performance, behavior during
disturbances, and aerial gripping. Note that the measure-
ments of x, y and z are close to metric units but not
quite true metric units as they are dependent on the ini-
tial calibration procedure for the SLAM algorithm. Ev-
ery effort has been made to make sure that these are
close to metric units. All these experiments can be seen in
the video in the Electronic Supplementary Material (or at:
http://www.youtube.com/watch?v=2NKb8jhpY2M&hd=1).

7.1 Hovering and way-point navigation

A graph showing the x and y measured positions versus the
desired position together on a coordinate plot is shown in
Fig. 14(a). The approximated position error on a hover for
the x axis is ±13 cm, and ±11 cm for the y axis. The y

axis has a slightly tighter error due to the differences be-
tween the roll and pitch axes of the physical quadrotor. The
performance of the navigation system during a hover is indi-
cated in Fig. 15. These graphs show the x and y components
regulation, the performance of altitude regulation using the
sonar, the velocity regulation for all three axes, plus the per-
formance of the attitude system in tracking the desired roll
and pitch angles generated by the navigation system, as well
as the behavior of the yaw, between the camera measure-
ment, the gyroscope measurement, and the Kalman filtered
estimation based on the two. The performance of the atti-
tude controller during a hover for tracking the desired angles
passed in from the navigation system demonstrates a respon-
sive attitude system. Altitude regulation using the sonar had
an error of ±6 cm.

Performance for a square path is shown in Figs. 14(b)
and 16, showing the same graphs mentioned above for the
hover, except that altitude tracking is performed using just
the vision-based z measurement. The approximated position
error during the path for the x axis is ±25 cm, and ±15 cm
for the y axis. The vision-based altitude performance shows
an error of ±7 cm.

7.2 Disturbance rejection

The vision-based navigation system and attitude controller
are, in addition to being capable of accurate regulation and
tracking, also very robust to disturbances. This robustness
is demonstrated by recovery of the quadrotor after hitting
one axis of the quadrotor with a stick as well as pulling the
camera cable, displacing the quadrotor by over half a me-
ter. Figure 17(a) shows an image of the quadrotor being hit
by a stick, and Fig. 17(b) shows the quadrotor being pulled
by the cable. The response of the system to this disturbance
is indicated in the graphs of Fig. 17(c) for the x and y po-
sitions during the cord pulling disturbance and the recov-
ery.

An additional test for disturbance rejection was conduct-
ed by placing a fan next to the quadrotor while it was hov-
ering. The fan was placed about 1.5 m from the quadrotor
and the stability of the quadrotor was tested at 3 different
fan speeds corresponding to 1.7 m/s, 2.2 m/s and 2.8 m/s
measured at a distance of 1.5 m from the fan using a wind
gauge. The quadrotor maintained a stable and tight hover at
wind speeds of 1.7 m/s and 2.2 m/s, however, it was found
to be jittery at 2.8 m/s, which led to the use of lower gains.

http://dx.doi.org/10.1007/s10514-012-9286-z
http://www.youtube.com/watch?v=2NKb8jhpY2M&hd=1
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Fig. 15 Flight data for hover,
using sonar to control altitude.
The top three graphs are the x,
y, and z axis positions (both
measured and reference), the
middle three graphs are the x, y,
and z axis velocities (both
measured and reference), and
the bottom three graphs are the
roll (φ) and pitch (θ ) angles
(showing the desired angle
generated by the navigation
system, and the measured angle
from the attitude estimation
system) and the yaw (ψ ) angle
(showing the measured value
from the camera and attitude
gyroscope, and the Kalman
filtered combination of the two)

Fig. 16 Flight data for square
path, using vision to control
altitude. The top three graphs
are the x, y, and z axis positions
(both measured and reference),
the middle three graphs are the
x, y, and z axis velocities (both
measured and reference), and
the bottom three graphs are the
roll (φ) and pitch (θ ) angles
(showing the desired angle
generated by the navigation
system, and the measured angle
from the attitude estimation
system) and the yaw (ψ ) angle
(showing the measured value
from the camera and attitude
gyroscope, and the Kalman
filtered combination of the two)

The quadrotor was able to keep a hover within ±20 cm after
lowering the gains as can be seen in Fig. 18. This specific
flight is with the fan blowing only in the direction of the x

axis of the quadrotor. The fact that the y axis maintains near
its non-disturbance hover quality demonstrates the general
decoupling between the two axes of the quadrotor during
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Fig. 17 Disturbance rejection pictures and graph

Fig. 18 Quadrotor hovering in presence of a blowing fan and a coordinate plot of the hover

flight. Another experiment had the fan blowing in the diago-
nal direction, and as expected, both the x and y axis behaved
roughly the same as if individually they each had a fan blow-
ing on their axis. Figure 19 shows flight data for the quadro-
tor hovering in the presence of a blowing fan. The quadro-
tor has also been flown outdoors in slight windy conditions,
however, the wind speed was not measured. It should be
noted that under certain circumstances such as large dis-
turbances, the saturation used in the controller could have
detrimental effects and a standard PID could work better by

allowing higher control authority in order for the quadro-
tor to recover from these large disturbances. In our setting
and implementation, we observed the saturation-based PID
to work better and more consistently due to reasons outlined
in Sects. 4.6 and 4.7.

7.3 Outdoor navigation

The quadrotor was flown outdoors to demonstrate the capa-
bilities of the system in outdoor GPS-denied environments
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Fig. 19 Flight data graphs for the quadrotor hovering in the presence
of a blowing fan with altitude control using vision. In this flight, the
first 20 s the fan is off, the second 20 s the fan is on level 1 (1.7 m/s
windspeed), the third 20 s the fan is on level 2 (2.2 m/s windspeed), the
fourth 20 s the fan is on level 3 (2.8 m/s windspeed). The remainder
of the flight is on level 2, except for the very end which is on level 3
again. The top three graphs are the x, y, and z axis positions (both

measured and reference), the middle three graphs are the x, y, and
z axis velocities (both measured and reference), and the bottom three
graphs are the roll (φ) and pitch (θ ) angles (showing the desired angle
generated by the navigation system, and the measured angle from the
attitude estimation system) and the yaw (ψ ) angle (showing the mea-
sured value from the camera and attitude gyroscope, and the Kalman
filtered combination of the two)

such as urban canyons. Successful flights of the quadrotor
hovering and following waypoints over grass were achieved.
Figure 20 shows an image of the quadrotor in flight outside.
Grass being somewhat self-similar does not aid in global lo-
calization, therefore, the quadrotor took-off on the pavement
and was then commanded via waypoints to fly over grass.
While successful flights were achieved, this experience also
exposed the various pitfalls of the system.

– One of the outdoor tests was conducted in the middle of
the day with the sun overhead. The shadow of the quadro-
tor was cast almost directly underneath it and the outline
of the shadow provided a rich set of features compared
to the relatively featureless pavement used for take-off.
With a majority of the features stationary with respect
to the quadrotor, the navigation system failed. This pre-
cludes the flying of the quadrotor near the ground un-
der a directly overhead sun. Corner Features such as Har-
ris or FAST often suffer under lighting changes and this
was found to be particularly true when flying the quadro-
tor outdoors or even in different lighting conditions. This
is an area that deserves further investigation as extract-
ing features that enable good data-association is a funda-

Fig. 20 Quadrotor hovering outdoors

mental requirement for any mapping algorithm. Features
such as CenSure or SIFT (if computational ability allows)
should be explored.

– Another observation when operating in bright sunlight
is over-exposed camera images and this problem be-
comes even more severe with the use of a wide-angle
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Fig. 21 Flight data for flight
with gripping. Way-points were
given incrementally to the
quadrotor until gripping was
activated over the object. The
top three graphs are the x, y,
and z axis positions (both
measured and reference), the
middle three graphs are the x, y,
and z axis velocities (both
measured and reference), and
the bottom three graphs are the
roll (φ) and pitch (θ ) angles
(showing the desired angle
generated by the navigation
system, and the measured angle
from the attitude estimation
system) and the yaw (ψ ) angle
(showing the measured value
from the camera and attitude
gyroscope, and the Kalman
filtered combination of the two)

lens. This makes feature extraction, especially using cor-
ner detectors, extremely challenging. These problems are
found to be less severe when operating with a down-
ward looking camera, however, if a forward looking cam-
era is to be used, care needs to be taken to adjust the
aperture and shutter speed. This is not possible with
most cheap camera such as the webcam used in this
work.

7.4 Gripping

For the results presented here, a stuffed toy weighing 150 g
was placed about 50 cm below the commanded height of the
quadrotor. The entire sequence of actions from the quadrotor
first sighting the object, decreasing altitude to grip the object
and then returning to a hover, took less than 4 seconds. This
quick response behavior prevents the translational dynamics
of the quadrotor from being impacted by the aerodynamic
effects, leading to a successful grip. Figure 21 shows the
navigation flight data for the flight and Fig. 22 shows a co-
ordinate plot indicating the movement of the quadrotor to
the object. With the onset of gripping, Fig. 23 shows the de-
sired offsets in x, y and z, and Fig. 24 shows the change in
desired position along with the actual position of the quadro-
tor on the map. Figure 25 shows the x and y pixel posi-
tions of the IR blob (as seen by the IR camera), and Fig. 26
shows these same positions as a 3D plot with time on the
vertical axis, and the detected blob size shown below. An

Fig. 22 Coordinate plot showing the quadrotor navigating to the ob-
ject. Takeoff occurs in the upper left quadrant of the graph, with grip-
ping occuring in the lower right. Way-points were given incrementally
to the quadrotor until gripping was activated over the object

action shot sequence of the gripping maneuver is shown in
Fig. 27.

There are several factors that we experimented with that
affect the quality of the grip, including: object height from
ground; distance from quadrotor nominal height to object
height; placement/attachment quality of the LED; and object
shape and material.
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Fig. 23 These plots show
desired offsets in x, y and z (in
cm) from the hover position to
the blob and are commanded by
the outer most loop to the
navigation controller using an
integral controller (47, 48). The
blob is detected by the IR
camera at 30.7 sec, whereupon
the offsets begin generating
commands to the navigation
controller for maneuvering over
the blob, horizontally as well as
vertically. Gripping is activated
at 32.4 sec, after which the x

and y offsets remain unchanged
because the outermost controller
is deactivated, while the z offset
is reset to 0 in order to return to
the initial altitude

Fig. 24 Desired and actual
positions of the quadrotor as
seen by the navigation
controller, in x and y. The blob
is seen by the IR camera at
30.7 sec, at which point the
desired positions (in red) are
adjusted by the desired offsets,
and gripping is activated at
about 32.4 sec. After gripping,
the navigation controller returns
to a hover mode (Color figure
online)

– Object height from ground: the farther the object is from
the ground, the less that ground effect turbulence prevents
the quadrotor from steady flight during the grip. As a
corollary to this, the type of platform on which the object
is placed will also affect the amount of air flow affects on
the quadrotor.

– Distance from quadrotor nominal height to object height:
the farther the quadrotor has to travel in order to get to
the object, the more difficult it is to stay directly over the
object during the descent, and thus the more the quadrotor
has to recover to the desired position. This problem can
mostly be attributed to the overhanging cable.
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Fig. 25 The x and y pixel
positions of the IR blob while
maneuvering to center over the
blob and gripping

Fig. 26 Blob pixel position vs.
time (top) and blob size
(bottom) as seen by the IR
camera. The blob is seen by the
IR camera at 30.7 sec, and once
a blob size of 5 is detected
within a restricted pixel area,
gripping is activated at 32.4 sec,
shortly after which the
outermost controller is
deactivated and so the blob size
goes to 15

– Placement/attachment quality of the LED: the brightness
and location of the LED with respect to the quadrotor af-
fects the field of view of the gripping IR camera, as well
as the value of the detected blob size. If the LED does
not point straight up to the camera, then the locations at
which the camera can detect the LED become restricted,
and the blob size value will not be accurate.

– Object shape and material: the better the object can fit
in the gripper from different orientations, and the bet-
ter the gripper can grasp the object due to the mate-
rial, the more likely a successful grip will take place.
Strangely shaped objects and those of slippery material
make gripping much more difficult with the current grip-
per. Our success in gripping lies with effectively manag-
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Fig. 27 Action shots of the
quadrotor gripping a stuffed toy

ing the possible issues described above. Gripping is kept
simple by means of just an extra sensor and an upper
feedback controller over the navigation system in order
to reduce the error seen by the camera without requir-
ing camera calibration for absolute measurement infor-
mation.

8 Conclusions and future works

8.1 Conclusions

This paper presents the development of a complete quadro-
tor helicopter capable of autonomous navigation in GPS-
denied environments using inexpensive sensors. It is capa-
ble of a precise hover and has strong disturbance rejection
capabilities. The quadrotor is shown to operate in both out-
door and indoor environments. A nonlinear controller us-
ing model-based control enables robust path tracking perfor-
mance and aggressive maneuvers such as precision landing
on inclined surfaces, using only onboard sensing. Moreover,
the quadrotor is shown to autonomously navigate to the lo-
cation of an object without needing any prior information of
the environment, sense the object and then ultimately grip
it.

8.2 Limitations and future work

Currently, the range of the quadrotor is limited by the length
of the USB cable. This issue can be effectively addressed
by implementing the visual SLAM algorithm on an addi-
tional computer onboard the quadrotor. Outdoor navigation
could be improved through the fusion of GPS, vision and
IMU data and additionally, GPS could provide initial es-
timates for global localization. SLAM algorithms with the
goal of providing life-long mapping could be implemented.
The autonomy of the quadrotor could be further enhanced by
implementing online path-planning, especially taking into
account the dynamics of the quadrotor. Also, the work on
aggressive precision landing on inclined surfaces is being
extended to include the sensing of the landing pad.

One of the key limitations in gripping is the need for
an IR light source marker to be placed with the object to
be gripped. Even though the IR LED can be powered us-
ing just a button cell and is itself small and unobtrusive,
our system precludes the ability to grip objects in adverse
environments by not specifically addressing the perception
problem. A depth camera could be used to provide a dense
3-D point cloud for identifying a variety of objects. Addi-
tionally, the object is assumed to be stationary for gripping
from a hover position. Devising new controllers to account
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for moving objects and large disturbances would further en-
hance the capabilities of the system.
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