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Distributed Coordinated Tracking With a Dynamic
Leader for Multiple Euler-Lagrange Systems
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Abstract—In this note, we study a distributed coordinated tracking
problem for multiple networked Euler-Lagrange systems. The objective
is for a team of followers modeled by full-actuated Euler-Lagrange equa-
tions to track a dynamic leader whose vector of generalized coordinates
is time varying under the constraints that the leader is a neighbor of only
a subset of the followers and the followers have only local interaction.
We consider two cases: i) The leader has a constant vector of generalized
coordinate derivatives, and ii) The leader has a varying vector of gener-
alized coordinate derivatives. In the first case, we propose a distributed
continuous estimator and an adaptive control law to account for para-
metric uncertainties. In the second case, we propose a model-independent
sliding mode control algorithm. Simulation results on multiple networked
two-link revolute joint arms are provided to show the effectiveness of the
proposed control algorithms.

Index Terms—Cooperative control, coordinated tracking, distributed
control, Euler-Lagrange system, multi-agent systems.

1. INTRODUCTION

There has been a great interest in distributed control of multi-agent
systems due to many potential applications. Examples of interesting re-
search directions include coverage control, consensus, formation con-
trol, and flocking (see, e.g., [1]-[3] and references therein). These prob-
lems often focus on two cases, namely, the case where there does not
exist a leader and the case where there exists a leader. While the leader-
less case has some applications such as rendezvous of a group of agents,
the presence of a leader can broaden the applications as a group objec-
tive can be encapsulated by the leader.

In this note, we are interested in a distributed coordinated tracking
problem for multiple networked Euler-Lagrange systems. Here, the ob-
jective is that a team of followers modeled by fully-actuated Euler—La-
grange equations tracks a dynamic leader in the sense that the vectors of
generalized coordinates of the followers approach that of the dynamic
leader. Even fully-actuated Euler-Lagrange models are not as general
as underactuated Euler—Lagrange models, they can still be used to rep-
resent a class of robot manipulators, fully-actuated autonomous vehi-
cles, and spacecraft. Therefore, distributed control of multiple fully-ac-
tuated Euler—Lagrange systems has numerous applications.

Most existing work in distributed control of multi-agent systems fo-
cuses on linear systems with first-order or second-order dynamics. We
refer the readers to [4], [5] and references therein for more details on
leaderless consensus problems. In the case where there exists a leader,
with the aid of distributed observers, the authors in [6] study the coordi-
nated tracking problem with an active leader for first-order dynamics.
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However, the leader’s acceleration is required by all followers to de-
sign the distributed observers. Reference [7] proposes a coordinated
tracking algorithm with a time-varying leader for first-order dynamics.
However, [7] requires the estimates of the neighbors’ velocities. In [8],
a coordinated tracking problem is studied for first-order dynamics in the
presence of time-varying delays. An estimator is proposed to estimate
the leader’s velocity, but the leader’s acceleration is required by all fol-
lowers. In [9], distributed coordinated tracking algorithms are studied
in the absence of velocity or acceleration measurements. Note that the
aforementioned references focus on single- or double-integrator linear
systems. Although we consider fully-actuated Euler—Lagrange models,
the classical method like feedback linearization cannot be used to deal
with the problem discussed in this note because there exist parametric
uncertainties in the models. Thus, the results for multi-agent systems
modeled by single- or double-integrator dynamics cannot be directly
applied to our problem.

There has been some recent work on control of multiple Euler—La-
grange systems in both the leaderless case [10], [11] and the case with
a leader or equivalently a reference [12]-[16]. The author in [10] pro-
poses three distributed leaderless consensus algorithms for multiple
Euler-Lagrange systems. In [11], a controller based on potential func-
tions is proposed for multiple Euler—Lagrange systems to achieve lead-
erless flocking (i.e., velocity synchronization and collision avoidance).
Communication delays and switching network topologies are also con-
sidered. The authors in [12] propose a model-independent cross-cou-
pled controller for position synchronization of multi-axis motions. In
[13], output synchronization of multiple Euler—Lagrange systems is
studied under a passivity-based framework. The authors address both
fixed and switching network topologies and consider communication
delays in the network. The nonlinear contraction analysis is used in [14]
to analyze the stability of cooperative tracking control laws for mul-
tiple robotic manipulators. Utilizing potential functions, the authors in
[15] design a control scheme that can force multiple robots modeled
by fully-actuated Euler—Lagrange equations to move as a group inside
a desired region while maintaining a minimum distance among them-
selves. The robots can finally achieve synchronization on their vectors
of generalized coordinate derivatives. Despite the fact that tracking of a
dynamic leader whose vector of generalized coordinates is time varying
is considered in [12]-[15], it is assumed that all followers have access
to the dynamic leader. Unfortunately, this assumption is rather restric-
tive and not realistic. In [16], the authors study the problem of posi-
tion synchronization of Euler—Lagrange systems with communication
constraints caused by delays and limited data rates, where the leader
modeled by fully-actuated Euler—Lagrange equations is a neighbor of
only a subset of the followers and the closed-loop system is shown to
be input-to-state stable. In the absence of the network effects, the re-
sultin [16] guarantees global asymptotic tracking of a stationary leader
whose vector of generalized coordinates is constant. However, the re-
sult is not applicable to accurate tracking of a dynamic leader under the
constraint that the leader is a neighbor of only a subset of the followers.

The contribution of the current note is to solve the distributed coor-
dinated tracking problem for multiple networked Euler-Lagrange sys-
tems in the presence of a dynamic leader, where the leader is a neighbor
of only a subset of the followers and the followers have only local
interaction. Two cases will be considered in the current note: i) The
leader has a constant vector of generalized coordinate derivatives; ii)
The leader has a varying vector of generalized coordinate derivatives.

Comparison with existing work in the literature: In contrast to the
coordinated tracking algorithms for first- and second-order linear dy-
namics [6]-[9], we consider the nonlinear Euler—Lagrange systems. In
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contrast to the leaderless algorithms for multiple networked Euler—La-
grange systems [10], [11], we deal with coordinated tracking with a
dynamic leader. In contrast to the tracking algorithms for multiple net-
worked Euler-Lagrange systems [12]-[15], where all followers have
access to the dynamic leader, and the input-to-state framework in [16],
the dynamic leader in the current note is a neighbor of only a subset of
the followers. A preliminary version of the note has appeared in [17].

II. BACKGROUND AND PROBLEM STATEMENT

Suppose that there exist n followers, labeled as agents or followers
1 to n, and a leader labeled as agent 0, in a team. The n followers are
represented by Euler—Lagrange equations of the form

Mi(¢)di + Cilgis ¢i)di + gi(g) =7iy i=1,---,n (D)
where ¢; € RP is the vector of generalized coordinates, M;(¢;) €
RP*? is the symmetric positive definite inertia matrix, C(g;, ¢i)¢: €
R? is the vector of Coriolis and centrifugal forces, g;(g;) is the vector
of gravitational force, and 7; € R? is the vector of control force on the
ith agent. The leader’s vector of generalized coordinates and vector
of generalized coordinate derivatives are denoted by, respectively, go
and ¢o. Throughout the subsequent analysis we shall assume that the
dynamics satisty the following assumptions [18]:

(A1) Boundedness: For any ¢, there exist positive constants &,
kv, ko, and kg, such that 0 < kI, < M;(q;) < kmlp, where
I,, denotes the p x p identity matrix, ||C;(z, y)z|| < Ec||lylll|=]|
for all vectors x,y, z € RP, and ||g:(¢:)|| < kgy,. Hereafter, we
use || - || to denote the Euclidean norm.

(A2) Skew symmetry property: M;(q;) — 2Ci(q;,q:) is skew
symmetric.

(A3) Linearity in the parameters: M; (¢;)x+Ci(qi,¢)y+g:(q;) =
Yi(qi, ¢i, x, y)O; for all vectors z, y € R?, where Y;(q:, ¢, x, y)
is the regressor and ©; is a vector for unknown but constant pa-
rameters associated with the ith agent.

Let ¢ 2 (V,€) be a graph of order k¥ with the node set V 2
{1,...,k} and the edge set £ C V x V. Here node ¢ denotes the
ith agent. In a directed graph, an edge (7, j) € £ denotes that agent j
can receive information from agent ¢ but not vice versa. Here agent ¢
is a neighbor of agent j. A directed path from node ¢ to node j is a se-
quence of edges in a directed graph. If there is a path between every pair
of nodes in a graph, then the graph is connected. In an undirected graph,
(i,§) € € & (j,1) € . Let the adjacency matrix A = [a,;] € RF**
with a;; > 0if (j,i) € &, and a;; = 0 otherwise. We assume
a;; = 0. For an undirected graph, we assume a,; = a;;. The Lapla-
cian matrix £ = [I;;] € R¥** is defined as I;; = 3 a;j and
lij = —aij,i # j.

Lemma 2.1: [1] Let GF 2 (Vr, Er) be the directed graph char-
acterizing the interaction among the n followers with the associated

n
J=1g#1

Laplacian matrix £¢, G = (V, €) be the directed graph characterizing
the interaction among the leader and the n followers corresponding to
Gr, and a;o > 0 if the leader is a neighbor of follower ¢ and a;o = 0
otherwise. If in G the leader has directed paths to all followers, then the
matrix H = Lr + diag(aqo,- -+, ako) is positive stable. In addition,
if G is undirected, then H is symmetric positive definite.

A T . A ) T
Define ¢ = [¢f,...,q4] and ¢ = [§{,....4a) -
Also  define M(q) 2 diag[M1(q1),- -+, My (qn)],
. A . 1 b 1 5
C(ng) = dla‘g[clT(qlﬂ(Jl)v'"wcvl(an(Jn)], and
9(q) 2 97 (01)s---. g5 (qu)] . Let 1, denote the n x 1

column vector of all ones and 0,, denote the n X 1 column vector of
all zeros. Let Amax(+) and Amin (+) denote, respectively, the maximal
and minimum eigenvalue of a symmetric positive definite real matrix.
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III. COORDINATED TRACKING WHEN THE LEADER’S VECTOR OF
GENERALIZED COORDINATE DERIVATIVES IS CONSTANT

In this section, we assume that ¢ is constant. The objective here is
to design distributed coordinated tracking algorithms for (1) such that
llg:(t) — qo(t)|| — 0 and ¢;(t) — §o as t — oo. Before moving on,
we introduce the following auxiliary variables:

n
A
Gri 20—y aij(ai - q;); (@)
=0
AL . . ~ "
i 24— gri = ¢~ bty ai(a— 4)).
j=0
i=1,...,n A3)

where « is a positive constant, ¥; is the ¢th follower’s estimate of
the leader’s vector of generalized coordination derivatives, a;;, ¢, j =
1,...,n, is the (7, j)th entry of the adjacency matrix A associated
with the undirected graph G 4 = (V, E4) characterizing the interaction
among the n followers for ¢; (and ¢; as shown later on), and a;o > 0 if
the follower ¢ has access to ¢o (and ¢o as shown later on) and a;o = 0
otherwise. From Assumption (A3), we get that

Mi(qi)grs + Ci(qis s )gri + 9i(qi) = Yilai, @iy Gris 4ri)Os,

i=1,...,n.

We propose the following coordinated tracking algorithm for (1) in
the presence of parametric uncertainties:

= — Iﬂ’isi—77(di—ﬁi)+5§@i, (4a)

where K; is a symmetric positive-definite matrix, 7 is a positive con-
stant, Y; 2 Yi(qiy Qis Gris gri), (:)l is the estimate of O;, by, i,j =
1,...,n,isthe (7, j)thentry of the adjacency matrix B associated with
the directed graph G 2 (V, Ep) characterizing the interaction among
the n followers for ©;, and bi0A> 0 if in (4b) follower ¢ has access to ¢
and b;o = 0 otherwise. Here O; is updated by the following adaptation
law:

O;=-AYTs:, i=1....n 6))
where A; is a symmetric positive-definite matrix. Let 0,20 - 0,
and ©, O, O, s, ¢, and ¢ be, respectively, the column stack vectors
of ©,, O,, 0., Si, i 2 qi — qo, and 0;,i = 1,...,n. Hence, the
closed-loop system (1) using (4a) can be written in a vector form as

M(q)s=—C(q.¢)s—Ks—n[s —a(Hs @ L,)3] - YO (6)

where Ha 2 L4 + diag(a10,- -, ano), Y = diag(Yi, -+, ¥,), and
K 2 diag(K,, -, K,).

Let G 4 (respectively, G5) be the directed graph characterizing the
interaction among the leader and the followers corresponding to G4
(respectively, Gg). Before presenting our main results, we need the
following lemmas.

Lemma 3.1: If in G 5 the leader has directed paths to all followers,
using (4b), 0;(t) — o exponentially as t — oco. 3

Proof: Let o, = ©; — §o and © 2 [wf.... ,7‘)3]1 . Note that go
is constant. Then (4b) can be written as v; = — Do bij(vi = v5),
which can be written in a vector form as

1=—(Lp®I,)o—[diag(bio,*, bno) @ I} 0=—(Hp®I,)0 (7)
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where £ g is the Laplacian matrix associated with 13 and hence G, and
Hg 2 Lr + diag(bio, -+, bno).

Because in G g the leader has directed paths to all followers, we con-
clude from Lemma 2.1 that H g is positive stable. Thus, there exists a
symmetric positive definite matrix P € R™*" such that S 2 PHp +
HZE P is symmetric positive definite. Consider the Lyapunov function
Vo = o7 (P @ I,)u. We can calculate that Vo = —27 (S @ I,,)0. After
some manipulation, we can easily get that

@I < 7 llo(o)f e ®

where 71 2 /Ao (P)/ Ao (P), Y2 2 Amin(S)/2Amax (P).

Therefore, v = 0 is globally exponentially stable, which implies that

0;(t) — o exponentially as ¢ — oo. ]
Lemma 3.2: [19] Consider the following cascade system

T =f(t,x)+ h(z, &), f(£0)=0,h(z,0)=0, )
£ = Ag, (2,€) ER" x R™ (10)

where f(t,x) is continuously differentiable in (¢, ), and h(x,§) is
locally Lipschitz in (x,&). When ¢ = 0, (9) can be written as
= f(t,x). (11)
If (11) has the origin as a globally asymptotically stable equlibrium,
A is Hurwitz, and all solutions of (9) and (10) are bounded, then the
cascade system is globally asymptotically stable at the origin.

We have the following theorem with a constant ¢o.

Theorem 3.1: Consider the closed-loop system (6). If G4 is undi-
rected and Gz is directed, and in both G 4 and G g the leader has di-
rected paths to all followers, ||¢;(t) — qo(¢)|| — 0 and ¢;(¢) — 4o,
i=1,...,n,ast — oo in the presence of parametric uncertainties.

Proof: Leta £ G, 2 2 s, £ [w/{,w%]T,and& £ 0—1,®¢o.
Equations (6) and (4b) can be written as

i we —a(Ha ® L)
T M) [—na(HA 9 L) + Qs + Yé]
F(tr)
§
+ {OMJ, (12)
——
h(z,)
f=—(Hso1,)¢ (13)
S ———
A

where Q 2 C(q,9) + K +nl, ® I, and Hp is defined as in (7).
Note that ¢ = =1 + 1,, ® qo and that ¢ and O in (12) are not treated as
states, but as functions of £. Hence, (12) and (13) takes in the form of
the cascade system (9) and (10), and

w2 —a(Ha @ Iy)an

r= |:—A/I_1 (q) [—na(HA @ Iy)ar + Qus + Y(:)] a4

takes in the form of (11).

First, we will show that all solutions of (12) and (13) are bounded.
Because G4 is undirected and G is directed, and in both G4 and
G the leader has directed paths to all followers, we conclude from
Lemma 2.1 that H 4 is symmetric positive definite and Hp is positive
stable. We get that the solution of (13) (i.e., £) is bounded. Consider a
nonnegative scalar function as V (¢, ) = (na/2)aT (Ha @ L)1 +
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(1/2)2 M(q)25+(1/2)07 =0, where = 2 diag(A7", -, A1) is
symmetric positive definite. We have that
V2 Al + Sl
1 . 2
> 3 min [’I[Oc’)\min(HA), km] ||L||
and
"’
{nalcta e " @]}
< max [nadmax(Ha), k] ||z
< WV
where vy 2 (V2 max[nadmax (Ha), kml)/
(y/minfnaAmin (H A), ke - The derivative of V' along (14) is
. oV
—f(t,:
Van =57 + f (t.x)
= -7 [Ig - a(HA @ I)a]" [o2 — a(Ha @ L))
- ;L’%'ng (15)

where we have used Assumption (A2) and the fact that O==""Y"s
according to (5) and s = x2 to obtain the last equality. Note that
V(M) < 0 because > 0 and K is symmetric positive definite. Note
from (12) that || (=, €)|| < ||€]]. Then the derivative of V" along (12)
can be written as

H th(a ol < AlEVT. (6)

From (8), noting that { = ¥, we can get that

t t )
/ IE()| dr < [l€C0)]] / emm = 2Oy ety 1)
3 : ”

After some manipulation, we obtain from (16) and (17) that

t
VV ) < V7 000+ 3 [l dr
0
V0.0 + IO g

From (18), we can conclude that V (¢, x) is uniformly bounded along
the solution of (12). It thus follows that the solution of (12) (i.e., 1 and
a9) is bounded.

Second, we show that (14) is globally asymptotically stable at the
origin. By applying Assumption (A1), and using the above arguments,
we can show that V/ (14) is bounded, which implies that $(14) is uni-
formly continuous. According Barbalat’s Lemma [20], we conclude
that V(M)('t) — 0 as ¢ — oo. Then from (15) we can get that x2(¢) —
a(Ha @ I)xz1(t) — 0 and 22(t) — 0 as t — oo, which means that
(Ha @ I,)x1(t) — 0 ast — oco. Because H 4 is symmetric positive
definite, it follows that z1 (¢) — 0 as ¢ — oo. Note that V' is radially
unbounded with respect to x, it follows that the system (14) is globally
asymptotically stable at the origin.

Third, note that H g is positive stable, which implies that A in (13)
is Hurwitz. We conclude from Lemma 3.2 that the cascade system (12)
and (13) is globally asymptotically stable at the origin, i.e., z1 (£) — 0,
x2(t) — 0and £(t) — 0 ast — oco. Note thatzy = ¢ — 1,, @ go. We
can get that ||¢; (t) — go(t)|| = 0,i = 1,...,n,ast — oco. Also note
thatzo = ¢ — 1,, @ o — § + a(Ha @ I,)z1. We can conclude that
Gi(t) = qo, i = 1 ..... ,n,ast — oo because z((t) — 0, z2(t) — 0,
and £(t) — 0 ast — oo ]
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IV. COORDINATED TRACKING WHEN THE LEADER’S VECTOR OF
GENERALIZED COORDINATE DERIVATIVES IS VARYING

In this subsection, o (#) is allowed to be varying. The objective here
is to design a distributed model-independent sliding-mode algorithm
for (1) such that ||¢;(t) — qo(¥)|| — 0 and ||¢:(¥) — ¢o(¢)|] — O as
t — oo. Define the auxiliary variables s; 2 G +Agi,i=0,1,....n,
where A is a positive constant. Also define the error variable between
s; and sg as

§zé81—so=di—do+>\(qt'—qo), i=1,...,n. (19)

Then (1) can be written as
M;(¢:)$:+C5(qiy 4i)si = 7iAM; (q:)4ANCi(qi, §i ) gi—gi(gi ). (20)

We propose the distributed coordinated tracking algorithm for (1) as

= —« |:Z aij(s; — S]'):|

j=0

- (Za;j {sgn {Z air(si — 3k):|

=1 k=0

—sgn [Z ajr(s; — sk):| }

k=0

+aosgn |:Z aij(s; — sJ):|>

=0

@n

where « is a nonnegative constant, 3 is a positive constant, a;;, ¢ =
1,...,n,7 = 0,...,n is defined as in (2), and sgn(-) is defined
componentwise. Note that the right-hand side of (21) is discontinuous.
Therefore, the solution is investigated in terms of differential inclusions
using nonsmooth analysis [21]-[23]. Because the signum function is
measurable and locally essentially bounded, the Filippov solutions for
the closed-loop system (1) using (21) exist [21]. Let ¢ be defined as in
Section III. Also let s and s be, respectively, the column stack vectors
of s;and 8;,¢ =1,..., n. We can rewrite the closed-loop system (1)

using (21) in a vector form as

5 KM~ () [~Clq.)5 — B(HA © T,)

x sgn([(Ha @ I1,)8] —a(Ha @ I,)§+ Al (22)
where K[-] is the differential inclusion, a.e. stands for “almost
everywhere,” A 2 —M(q)(1, @ 30) — C(q,9)(1p @ s0) +
AM (q)¢+AC(q,q)q — g(q), and H 4 is defined as in (6). Note that
H 4 is symmetric positive semidefinite because G 4 is undirected.

Before moving on, we need the following assumption:

(A4) Both ¢o and §o are bounded, and in particular, ||1, @ ¢o|| <
kv and |1, @ Gol| < ka.

Remark 4.1: We do not restrict ¢o to be bounded in (A4). Most
desired trajectories have the properties of (A4), so (A4) is a reasonable
assumption. In the control algorithm (21), there is no need to know the
value of ¢y.

Next, we show the boundedness of A in (22). From Assumption
(A1), there exists k4 such that ||g(¢)|| < k4. Following Assumptions
(Al) and (A4), we have that

AN = =M (g)(Ln @ do) = C(g.4)(Ln © do)
FAM(q)¢ + AC(q,§)q — 9(a) |
< kswka + ko ko||dl] + Mol 4|

+ Akcllallllgl + k- (23)
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Note that (19) can be written in a vector form as § = (j + Ag. Multi-
plying e*™ on both sides and integrating from 0 to #, we have that

t

Gty =e 1 G(0) + /e“g(T)dT (24)
o
From (24), we have that
laol < e gy + o< BN oxg o5

A

Define a norm-like function ||| a4 2 xT M (q)x, where x € R™P.
Then \/Fm|lzll < [l#llar < VEwmll#|| for all # > 0. We can get
that ||s(t)|| < [|s(t)||as//Fm for all ¢ > 0. It thus follows that
SUPg<r<t I5(0)Il < SUPo<r<t ||§(T)||M/\/@ Define

o(t) 2 swp [I5(7)ll,, - (26)
0<r<t
It follows that from (25) and (26):
N it 1 SWPoc < SO o(t)
a1l < [19(0)]| + —==—= < 1§(0)]] + 00 2y
A A/ Forn
27
Note from the definition of § that s = (j + Ag, we have that
= T ~ ¢(t) . A
laOlf = 15(6) = MOl € =+ Mo Ske, (28)
laHl = [|dt) + 1o @ Go(t)|| < ke + k. (29)
Substituting (27)—(29) into (23), it follows that:
Al €km(ka + Ake) + ko (ko + Ake) (ke + ko) + Ey
=a6”(t) +bo(t) + ¢ = A(t) (30)

where a 2 2kc [k, b = (3kcks + 2Xkmr + 3Mke[|§(0)]])/ /T,
¢ 2 ocka + kg + ko k2 4 2Nk Ey + N2k |60+ A2k [|lG(0)]12.
Noting that a, b, ¢ are positive constants, and ¢(¢) > 0, we get that
~(t) is monotonically increasing on [0, oo) because ¢(#) is monotoni-
cally increasing on [0, o). If there exists some bounded disturbance in
(1), with an addition of a constant in ¢, the following results still hold.
Thus, the coordinated tracking algorithm (21) is robust to bounded
disturbance.
Consider the following Lyapunov function candidate:

V= %.sTM(q).e. (31

The set-valued Lie derivative of V' along (22) is
V=K [5" [=Clg,0)5 = B(HA 0 I)sen[(Ha © T,)3
—a(Ha 0 1)+ A] + %g”’M(q)g}
-K [g”’/j(HA ® I)sgn [(Ha @ I,,)3]
+57 [~a(Ha © 1) + A]]

- {—aéT(HA @ I)i — BI|(Ha @ L)ill, + ATg} (32)

where we have used Assumption (A2) to obtain the second equality and
the fact that K[z" sgn(2)] = {||=|1} [23] to obtain the last equality.
Note that the set-valued Lie derivative of V" is a singleton and V" defined
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in (31) is continuously differentiable. Let V denote the derivative of V.
It follows from V' € V that:

V=—ai (HioL)i-B|(Hao L3, + A5 (33)
<—ad (Ha© L)i— BlI(Ha @ L)3l| + | A[13]
< —ai (Ha@I1,)5 = [BAmin (Ha) — ()] |31l (34)

where we have used the fact that ||z||] < ||z||1 to obtain the first in-
equality, and the fact that ||Hax|| > Amin(Ha)z, Ve € R", and
Al < ~(¢) from (30) to obtain the last inequality.

If we can choose 3 such that SAwin(Ha) — v(¢) > 0, then we
can show that V is negative definite. However, ¥(#) is a time-varying
function involving 5(¢), which implies that we need to know all 5;(¢),
i = 1,...,n, at each time to find a proper 5. Unfortunately, it is not
possible to do so because the leader is the neighbor of only a subset of
the followers. So we need the following lemma.

Lemma 4.1: 1f 3 is chosen such that 3\min (H ) — v(0) > 0, then
BAmin (Ha) — v(#) = BAmin (Ha) —v(0) > 0 forall ¢ > 0, or there
exists £ > 0 such that ||5(¢)|| = 0 for any t > ¢.

Proof: Proof of Lemma 4.1 can be found in [17]. |

Theorem 4.2: Consider the closed-loop system (22). Suppose that
G is undirected and in G 4 the leader has directed paths to all fol-
lowers. ||¢; (t) — qo(¢)|| — O and [|¢; () — qo(®)|| = 0,i =1,...,n,
exponentially as ¢ — oo if 3 is chosen such that 3 > ~v(0)/Amin (HA4).

Proof: Because G4 is undirected and in G 4 the leader has di-
rected paths to all followers, it follows from Lemma (2.1) that H 4 is
symmetric positive definite. Because 5 > ¥(0)/Amin (H ), it follows
from Lemma 4.1 that either SAmin(Ha) — v(t) = SAmin(Ha) —
7(0) > 0 or there exists ¢ > 0 such that ||5(¢)|| = 0 for all ¢ > ¢. In
the first case, consider the Lyapunov function candidate given by (31).
Noting that V' = 1/2||5]|3,, it follows from (34) that:

m

where 7 2 \/2/km]BAmin (H 4) — v(0)], and we have used the fact
that ||s]| > ||5]|as/+/Fm to obtain the second inequality. After some
manipulation, we get that 2,/V (¢) < 24/V(0) — nt. Therefore, we
have V' (t) = 0 and equivalently ||5(¢)|] = 0 when > (24/V(0))/7.
In the second case, there exists £ > 0 such that 5(¢t) = 0 whent > 7.
Combining both cases, we can get that [|$(¢)|| = 0 when ¢t > T 2
max{(2,/V(0)}/n, 7}, which implies that §(t) + AG(t) = 0,,,, i =
1,...,n,whent > T. Noting that the solution ofcj(t) +XAq(t) = 0pp

is (t) = e =TDGTY) and (1) = —Ae*TVGT)), we can
conclude that ¢; (t)—go () — 0, and §;(t)—¢o(t) — 0, exponentially
ast — oo. |

Remark 4.3: From Lemma 4.1, 3 can be chosen according to v(0),
which means that the initial values ||¢(0)|] and || 5(0)|| should be known
by each follower to compute 5 even if the leader is a neighbor of only
a subset of the followers. However, because only the initial value is
needed, it is reasonable. Also note that the lower bound of 5 might
be conservative. In reality, a smaller value might be chosen. Moreover,
3 can be tuned according to the performance of the whole system in
practice, so the accurate knowledge of ||¢(0)|| and ||5(0)|| might not
be needed.

Remark 4.4: Note that the algorithm (21) is model-independent. The
bound of ||A|] in (23) is dependent on the bound of ||g(¢)||. In practice,
one might know the nominal dynamics of g;(q;), denoted as g2 (¢;).
Assume that ||g;(q;) — ¢7(q:)|] < k5, where k5 is a known positive
constant generally smaller than %,. If we choose the control algorithm
as 7 = 1+ 92(q), kg4 in (23) can be replaced with a smaller parameter
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Fig. 1. Interaction graph associated with the leader and the six followers. An
edge between ¢ and j means that ¢ and j are neighbors of each other while an
arrow from O to ¢ means that the leader is a neighbor of follower :.

k3. By doing so, it is no longer required that ||g;(g; )|| is bounded. That
is, Assumption (A1) can be relaxed.

Remark 4.5: From the proof in Theorem 4.2, the error vector s will
first decrease to zero in finite time. Then, ¢; — ¢o and ¢; — ¢o converge
zero exponentially fast with a convergence rate A.

Remark 4.6: In Section III, we deal with the case where the
leader has a constant vector of generalized coordinate derivatives. A
distributed adaptive control combined with a distributed continuous
estimator is proposed. The strength of the algorithm in Section III
is that the algorithm is continuous while the weakness is that the
algorithm cannot be used to track a leader that has a time-varying
vector of generalized coordinate derivatives when only a subset of
the followers has access to the leader. In Section IV, we proposed
a sliding-model control algorithm. The strength of the algorithm is
that the algorithm enables tracking of a leader that has a time-varying
vector of generalized coordinate derivatives under the constraint that
only a subset of the followers has access to the leader. However, the
weakness of the algorithm is that the algorithm is discontinuous and
requires the availability of information from both the one-hop and
two-hop neighbors. Therefore, both algorithms have their strengths
and weaknesses and are proper under different situations.

V. SIMULATION RESULTS

In this section, numerical simulations are preformed to show the
effectiveness of the proposed control algorithms. We consider six
networked two-link revolute joint arms modeled by Euler-Lagrange
equations. The readers are refer to [18, pp. 259-262] for the details
of the equations. In particular, the masses of links 1 and 2 of the
ith revolute joint arm are, respectively, mi; = (1 4 0.3¢) kg and
m2; = (1.5 4 0.37) kg, the lengths of links 1 and 2 of the <th
revolute joint arm are, respectively, /;; = (0.2 + 0.06:) m and
liz = (0.3 4+ 0.067) m, the distances from the previous joint to
the center of mass of links 1 and 2 of the ith revolute joint arm are,
respectively, l.1; = (0.1 + 0.03¢) m and l.o; = (0.15 + 0.03¢) m,
i =1,...,6. The moments of inertia of links 1 and 2 are, respectively,
Ji =[0.0073,0.0137,0.0229,0.0355,0.0521,0.0732] kg m?* and
Jo =[0.0194,0.0309, 0.0461,0.0656,0.0900,0.1198] kg m?. We
also assume that the nominal dynamics g7 (¢;) is set off from the real
dynamics ¢;(¢;) by 10%.

We assume that G4 and Gp are identical for simplicity. Fig. 1
shows the networked topology associated with the six followers and
the leader. There are seven edges between the followers, and arms 3
and 6 have access to the leader (i.e., arm 0). In our simulations, we
choose a;; = 1,7 =1,...,6,5 = 0,...,6, if agent j is a neighbor
of agent i, and a,; = 0 otherwise. Let ¢;(0) = [(x/7)i, (7/8)i]” rad
and ¢;(0) = [0.05i — 0.2, —0.05¢ +0.2]* rad/s, wherei = 1,...,6.
For the algorithm (4), the vector of joint angles of the leader are
chosen as qo(t) = [0.04t,0.05¢]” rad, and the vector of joint angle
derivatives of the leader is hence go = [0.04,0.05]" rad/s. The
control parameters in (4) are chosen as I; = 3l,, « = 1,7 = 2,
and A; = 2I. For the algorithm (21), the vector of joint angles of the
leader is chosen as go(t) = [cos((27/60)t),sin((27/60)t)]* rad,
the vector of joint angle derivatives of the leader is hence
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Fig. 2. Differences between the joint angles of arms 1, 3, and 5 and the leader
using (4).
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Fig. 3. Differences between the joint angle derivatives of arms 1, 3, and 5 and
the leader using (4).
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Fig. 4. Differences between the joint angle derivatives of arms 1, 3, and 5 and
the leader using (21) with compensation of the nominal dynamics ¢?(q; ).

do(t)  =(2m/60)[—sin((27/60)t), cos((27/60)t)]" rad/s, and
the control parameters are chosen as &« = 5, A = 0.5, and § = 8.5.
We use a superscript (j) to denote the jth component of a vector.

Fig. 2 shows the differences between the joint angles of arms 1, 3
and 5 and the leader using (4). Fig. 3 shows the differences between
the joint angle derivatives of arms 1, 3 and 5 and the leader using (4).
All followers’ joint angles and joint angle derivatives approach those
of the leader.
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Fig. 5. Differences between the joint angle derivatives of arms 1, 3, and 5 and
the leader using (21) with compensation of the nominal dynamics g9 (g; ).

Fig. 4 shows the differences between the followers’ joint angles of
arms 1, 3, and 5 and the leader while Fig. 5 shows the differences be-
tween the joint angle derivatives of arms 1, 3, and 5 and the leader
using (21) with compensation of the nominal dynamics I (gi). Again,
all followers’ joint angles and joint angle derivatives approach those of
the leader.

VI. CONCLUSION

We have studied the issues associated with distributed coordinated
tracking for multiple networked Euler-Lagrange systems where only
a subset of the followers has access to the leader. In the case where
the leader has a constant vector of generalized coordinate derivatives,
we have proposed a distributed adaptive control algorithm to account
for parametric uncertainties. A distributed continuous estimator is de-
signed to estimate the leader’s vector of generalized coordinate deriva-
tives because it is known by only a subset of the followers. In the
case where the leader has a time-varying vector of generalized co-
ordinate derivatives, we have proposed a distributed model-indepen-
dent tracking controller via a sliding mode approach. The algorithm
needs the information of both the neighbors and the neighbors’ neigh-
bors. The error vectors converge to a sliding surface in finite time, and
then converge to zero exponentially. The control algorithm is robust to
bounded disturbance.
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Linear Input-Output Equivalence and Row Reducedness
of Discrete-Time Nonlinear Systems
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Abstract—The problem of linear input-output (i/0) equivalence of mero-
morphic nonlinear control systems, described by implicit higher order dif-
ference equations, is studied. It is proved that any system is linearly i/o
equivalent to a row-reduced form. The constructive algorithm is given for
finding the required transformation. The latter amounts to 1) multiply the
set of i/o equations ¢o = O from left by a unimodular matrix A(§), whose
entries are non-commutative polynomials in the forward-shift operator 6,
and 2) define certain multiplicative subset of the difference ring of analytic
functions which introduces some inequations that should be satisfied.

Index Terms—Discrete-time systems, input-output (i/0) models, linear
input-output (i/0) equivalence transformations, meromorphic nonlinear
control systems, polynomial approach.

I. INTRODUCTION

One of the central themes in the system theory is the problem of rep-
resenting a system in a form that is convenient for the particular pur-
pose and of transforming one representation into another. Particularly,
for linear systems, it is well-known that an arbitrary set of higher order
input-output (i/o) difference equations can be always transformed into
an i/o equivalent set of equations, having a row-reduced form [2], [20].

The main purpose of this technical note is to introduce and charac-
terize the linear i/o equivalence for nonlinear control system, described
by the set of meromorphic higher order i/o difference equations, and to
transform the set of equations via linear i/o equivalence transformation
into an equivalent set of equations in row-reduced form using the poly-
nomial approach. Our equivalence transformation does not change the
zeros (solutions) of the set of i/o equations. Note that for linear time-in-
variant systems, under the additional assumption that two sets have the
same number of equations, linear i/o equivalence coincides with the
i/o equivalence as defined in the paper [17].! Our interest in row-re-
duced form originates from the fact that this is a necessary step for
realization of the i/o difference equations in the classical state space
form. Note that the realization procedure in [16] as well as its exten-
sion to the MIMO case requires the system equations to be given in
the explicit form, corresponding to the Popov canonical form in the
linear case. This form defines explicitly the minimal set of indepen-
dent system variables and allows to compute explicitly the dependent
variables. Once the set of nonlinear higher order difference equations is
in the row- and column-reduced form, it is extremely easy to transform
these equations into the Popov form. So, the row- and column-reduced
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