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a b s t r a c t

Distributed finite-time attitude containment control for multiple rigid bodies is addressed in this paper.
When there exist multiple stationary leaders, we propose a model-independent control law to guarantee
that the attitudes of the followers converge to the stationary convex hull formed by those of the leaders
in finite time by using both the one-hop and two-hop neighbors’ information. We also discuss the special
case of a single stationary leader and propose a control law using only the one-hop neighbors’ information
to guarantee cooperative attitude regulation in finite time. When there exist multiple dynamic leaders, a
distributed sliding-mode estimator and a non-singular sliding surface were given to guarantee that the
attitudes and angular velocities of the followers converge, respectively, to the dynamic convexhull formed
by those of the leaders in finite time. We also explicitly show the finite settling time.

© 2010 Elsevier Ltd. All rights reserved.
1. Introduction

As an important branch of cooperative control, distributed
cooperative attitude control for multiple rigid bodies has re-
ceived much research attention in recent years. Compared with
traditional centralized coordination approaches, distributed coop-
erative attitude control achieves more benefits, such as greater ef-
ficiency, higher robustness, and less communication requirement.

A ring communication topology was considered in Nair
and Leonard (2007), where an energy method was used to
guarantee attitude synchronization of multiple rigid bodies. The
nonlinear contraction analysis was used in Chung, Ahsun, and
Slotine (2009) to analyze the global exponential stability of
cooperative tracking control laws for both translational and
attitude dynamics in the Lagrange form. Under an undirected or
directed communication topology, Ren (2007) presented control
laws for an attitude synchronization problem and an attitude
regulation problem by using relative attitude and relative angular
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velocity information. A cooperative attitude tracking problem
was solved in VanDyake and Hall (2006), where more accurate
definitions of relative attitudes and relative angular velocities
were given to guarantee that the proof is more strict. The
authors in Bai, Arcak, and Wen (2008) aimed to use only
relative attitude and relative angular velocity information to
achieve attitude coordination. An adaptive control estimator was
used to estimate the angular velocity and the acceleration of a
reference under a stringent assumption that the angular velocity
of the reference can be parameterized by unknown constants
with known time-varying functions. In Sarlettea, Sepulchrea, and
Leonard (2009), the authors considered a general undirected
connected communication topology while sacrificing to get
only a locally asymptotical synchronization result. External
disturbances and time delays were considered in cooperative
attitude control in Jin, Jiang, and Sun (2008), where a variable
structure controller was used to counteract the impact of external
disturbances. A leader–follower rigid bodies formation was
addressed in Kristiansen, Loria, Chaillet, and Nicklasson (2009). By
using an estimator to estimate the angular velocities, the leader
tracks the time-varying reference and the follower tracks the
leader with only attitude information.

Existing cooperative attitude control algorithms for multiple
rigid bodies often focus on leaderless synchronization or cooper-
ative regulation or tracking with only one leader. In contrast, Ji,
Ferrari-Trecate, Egerstedt, and Buffa (2008) introduced the multi-
leader concept for single-integrator dynamics and proposed a con-
tainment control law, where the states of the followers converge
to the convex hull formed by the states of the leaders. The authors
in Dimarogonas, Tsiotras, and Kyriakopoulos (2009) extended the
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results in Ji et al. (2008) to the case of rigid body attitude contain-
ment control, but only discussed the case of multiple stationary
leaders with asymptotic rather than finite-time convergence.

It is common that standard attitude control laws can only
achieve asymptotic convergence in infinite time and cannot coun-
teract the impact of external disturbances or model uncertainties.
In contrast, finite-time control laws offer many benefits includ-
ing faster convergence, precise performance, and robustness to
uncertainties and disturbances. Finite-time attitude stabilization
using a non-Lipschitz continuous control law was addressed in Li,
Ding, and Li (2009). However, due to the nonlinear property of
the quaternion parameters, the proposed control law was rather
complex and hard to implement in practical applications. Similar
finite-time control laws were given in Hong, Xu, and Huang (2002)
and Yu, Yu, Shirinzadeh, andMan (2005) with an emphasis on con-
trol of a single robotic manipulator, where Hong et al. (2002) fo-
cused on the regulation problem and Yu et al. (2005) focused on
the tracking problem. References Li et al. (2009), Hong et al. (2002)
and Yu et al. (2005) all focused on control of a single system rather
than multiple networked systems.

The analysis on attitude containment control for multiple rigid
bodies can serve as an effective tool when there exist multiple
leader rigid bodies in remote sensing applications and is applicable
to applications involving networked Lagrange systems. In addition,
it may be desirable to achieve attitude containment control in
finite time. However, finite-time attitude containment control for
multiple rigid bodies has not been addressed in the literature.
Suppose that there are multiple leaders with known stationary or
dynamic attitudes. The goal of this paper is to drive the attitudes of
the followers to the limit constrained by the leaders, which is later
proved to be the convex hull of the leaders’ attitudes, in finite time
by expanding on our preliminary work reported in Meng, Ren, and
You (2010).

This paper is organized as follows. In Section 2, we introduce
basics for rigid body attitude dynamics, graph theory, and
containment control. In Section 3, we first propose a model-
independent control law for the case of multiple stationary leaders
with constant attitudes by using both the one-hop and two-
hop neighbors’ information. Then we discuss the case of a single
stationary leader where the proposed control law uses only the
one-hop neighbors’ information. In Section 4, we propose a control
law for the case of multiple dynamic leaders with time-varying
attitudes. Section 5 contains our concluding remarks.

2. Background and preliminaries

2.1. Notations

Given a vector x = [x1, . . . , xn]T and α ∈ R, define xα
=

[xα
1 , . . . , x

α
n ]

T , sig(x)α = [sgn(x1)|x1|α, . . . , sgn(xn)|xn|α]
T , and

|x|α = [|x1|α, . . . , |xn|α]
T .

We use diag(x) to denote the diagonal matrix of a vector x.
λmin(A) andλmax(A) are, respectively, theminimumandmaximum
eigenvalues of the matrix A.

2.2. Rigid body attitude kinematics and dynamics

For a formation of n followers and m leaders, the attitude of
each rigid body is represented by Modified Rodriguez Parameters
(MRPs) given by σi = ei tan

8i
4 , i = 1, . . . , n + m, where ei and 8i

are the principle axis and the principle angle of the attitude of the
ith rigid body (Schaub & Junkins, 2003). Attitude kinematics and
dynamics of each rigid body using MRPs are given by Schaub and
Junkins (2003)

σ̇i = G(σi)ωi, i = 1, . . . , n + m, (1a)
Jiω̇i = −ωi × (Jiωi) + τi, i = 1, . . . , n + m, (1b)
where σi ∈ R3 are the MRPs denoting the rotation from the
body frame of the ith rigid body to the inertial frame, ωi is the
angular velocity of the ith rigid body with respect to the inertial
frame expressed in the body frame of the ith rigid body, × de-
notes the cross product between two vectors, and G(σi) is given
by G(σi) =

1
2 (σ

×

i +σiσ
T
i +

1−‖σi‖
2

2 I3), where I3 is the 3×3 identity

matrix, σ×

i denotes a 3×3 skew-symmetricmatrix, ‖σi‖ =


σ T
i σi

denotes the 2-norm of σi, and Ji ∈ R3×3 and τi ∈ R3 are, re-
spectively, the inertia tensor and control torque of the ith rigid
body. Note that any three-dimensional attitude description may
cause a geometric singularity. For MRPs, the singularity problem
occurs at 8i = ±360 deg (Schaub & Junkins, 2003). Consistent
with the statement provided in Tsiotras (1996), the stability re-
sults obtained in this papermean the stability of the corresponding
kinematics parameters, i.e., the stability is guaranteed for all initial
attitudes except for the singular point.

2.3. Attitude dynamics in Lagrange expression

We first transform attitude kinematics (1a) and dynamics (1b)
to Lagrange expression (Slotine & Benedetto, 1990; Wong, de
Queiroz, & Kapila, 2001)

Mi(σi)σ̈i + Ci(σi, σ̇i)σ̇i = G−T (σi)τi, (2)
where Mi(σi) = G−T (σi)JiG−1(σi), and Ci(σi, σ̇i) = −G−T (σi)JiG−1

(σi)Ġ(σi)G−1(σi) − G−T (σi)(JiG−1(σi)σ̇i)
×G−1(σi). Note that (2) is

only valid when the MRPs are nonsingular. Also note that Mi(σi)
is a symmetric positive-definite matrix and Ṁi(σi) − 2Ci(σi, σ̇i) is
a skew-symmetric matrix. We assume that the measurements for
each rigid body are σi and σ̇i in this paper. Note that the approaches
proposed in this paper are based on Lagrange expression (2). There-
fore, the results in this paper can be extended to other attitude rep-
resentations as long as the attitude kinematics and dynamics based
on those representations can bewritten in a Lagrange form. For ex-
ample, the extension to Gibbs vector is feasible by using a similar
analysis given in Slotine and Benedetto (1990).

2.4. Graph theory notions

Using graph theory, we canmodel the communication topology
among rigid bodies in the formation. A directed graph G consists of
a pair (V, E), where V = {v1, . . . , vp} is a finite, nonempty set of
nodes and E ∈ V × V is a set of ordered pairs of nodes. An edge
(vi, vj) denotes that node vj can obtain information from node vi,
but not necessarily vice versa. All neighbors of node vi are denoted
as Ni := {vj | (vj, vi) ∈ E}. An undirected graph G is defined
such that (vj, vi) ∈ E implies (vi, vj) ∈ E . In this paper, nodes
are exemplified as a formation of rigid bodies.

A directed path is a sequence of edges of the form (vi1 , vi2),
(vi2 , vi3), . . .. An undirected path in an undirected graph is defined
analogously. An undirected graph is connected if there is an
undirected path between every pair of distinct nodes.

The adjacency matrix A = [aij] ∈ Rp×p associated with the
directed graph G is defined such that aij is positive if (vj, vi) ∈ E
while aij = 0 otherwise. For the undirected graph G, we assume
that aij = aji. In this paper, we assume that aii = 0, ∀i. The
(nonsymmetric) LaplacianmatrixL = [lij] ∈ Rp×p associatedwith
A is defined as lii =

∑
j≠i aij and lij = −aij, where i ≠ j. Zero is an

eigenvalue of L with an associated eigenvector 1p, where 1p is the
p × 1 vector of all ones.

2.5. Definitions and assumptions

Definition 1 (Cao & Ren, 2009). In this paper, we suppose that
there arem leader nodes and n follower nodes in the directed graph
Gn+m. A node is called a follower if the node has a neighbor. A node
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is called a leader if the node has no neighbor.Without losing gener-
ality, we let nodes 1 to n represent the followers and nodes n+1 to
n+m represent the leaders.We also use L := {n+1, . . . , n+m} and
F := {1, . . . , n} to denote, respectively, the leader set and the fol-
lower set. We separate the directed graph Gn+m as the leader com-
munication topologyGL

m and the follower communication topology
GF
n , where GL

m := (L, E L) and GF
n := (F , E F ). In our problems, the

leaders do not communicate with each other, which means that
E L

∈ ∅. The communication between different followers are bidi-
rectional, whichmeans that GF

n is undirected. In addition, the com-
munication between a leader and a follower is unidirectional with
the leader issuing the communication.

Assumption 1. Suppose that for each follower, there exists at least
one leader that has a path to the follower.

Definition 2. The adjacency matrix An+m = [aij] ∈ R(n+m)×(n+m)

and the Laplacian matrix Ln+m = [lij] ∈ R(n+m)×(n+m) associated
with Gn+m are defined as in Section 2.4. Consistent with
Definition 1, each entry of the lastm rows of Ln+m is zero because
E L

∈ ∅ and the leaders do not receive information from the
followers. For simplicity, we use L to replace Ln+m later in this
paper.

Definition 3 (Cao & Ren, 2009). Let X be a set in a real vector space
V ⊆ Rp. The convex hull Co(X) of the set X is defined as Co(X) :=

{
∑k

i=1 αixi | xi ∈ X, αi ∈ R, αi ≥ 0,
∑k

i=1 αi = 1, k = 1, 2, . . .}.

Definition 4 (Bhat & Bernstein, 1997 and Hong et al., 2002). Con-
sider the following system

ẋ = f (x), f (0) = 0, x(0) = x0, x ∈ Rp, (3)

where f : U0 → Rp is continuous on an open neighborhood U0 of
the origin. Let (r1, . . . , rp) ∈ Rp with rg > 0, g = 1, . . . , p. Also let
f (x) = [f1(x), . . . , fp(x)]T be a continuous vector field. f (x) is said
to be homogeneous of degree κ ∈ R with respect to (r1, . . . , rp)
if, for any given ε > 0, fg(εr1x1, . . . , εrpxp) = εκ+rg fg(x), g =

1, . . . , p, ∀x ∈ Rp. System (3) is said to be homogeneous if f (x)
is homogeneous.

2.6. Lemmas

Lemma 1 (Graham, 1981). Given matrices A and B with compatible
sizes, (A ⊗ B)T = AT

⊗ BT , (A ⊗ Ip)(B ⊗ Ip) = (AB) ⊗ Ip, where ⊗

denotes the Kronecker product.

Lemma 2 (Yu et al., 2005). d|x|α+1

dt = (α + 1)sig(x)α ẋ, and
d[sig(x)α+1

]

dt = (α + 1)|x|α ẋ, where x ∈ R and α ∈ R.

Lemma 3 (Hardy, Littlewood, & Plya, 1952). Let x1, . . . , xp ≥ 0 and
0 < α ≤ 1. Then

∑p
i=1 x

α
i ≥ (

∑p
i=1 xi)

α .

If Assumption 1 holds, by proper decomposition, we have that
(L ⊗ I3)


xf
xl


=


T ⊗ I3 Td ⊗ I3
03m×3n 03m×3m

 
xf
xl


, where T ∈ Rn×n, Td ∈

Rn×m, xf = [xT1, . . . , x
T
n]

T
∈ R3n, xl = [xTn+1, . . . , x

T
n+m]

T
∈ R3m,

and xi ∈ R3, i = 1, . . . , n + m. Under Assumption 1, we know
that T is symmetric since the communication between different
followers are bidirectional. Under Assumption 1,we also know that
Td has at least one negative entry, which implies that at least one
diagonal entry of T is strictly larger than the absolute value sum of
the non-diagonal entries of that row. Following a similar analysis
as given in Lemma 4 in Hu and Hong (2007), we know that T has
eigenvalues equal to or larger than zero and at least one Gersgorin
circle does not pass through the origin according to the Gersgorin
disc theorem (Horn & Johnson, 1985, Page 344). Then, by the better
theorem (Horn & Johnson, 1985, Page 356), the fact that zero is an
eigenvalue of T implies that every Gersgorin circle passes through
zero,which leads to a contradiction. Therefore,we can verify thatT
is symmetric positive definite. Define xd := −(T −1

⊗ I3)(Td ⊗ I3)xl
and xf := xf − xd. According to Lemma 1, xd = −(T −1Td) ⊗ I3xl.
Rewrite xd as xd := [xTd1, . . . , x

T
dn]

T , where xdi ∈ R3, i = 1, . . . , n.
Then we have that T ⊗ I3xf + Td ⊗ I3xl = T ⊗ I3xf .

Lemma 4. Each entry of −T −1Td is nonnegative and each row sum
of −T −1Td is equal to one.

Proof. In mathematics, T belongs to a class of well-known
matrices, called ‘‘nonsingular M-matrices’’ (Miroslav, 2009). One
property of suchmatrices is thatT −1 is a nonnegativematrix. Thus,
because each entry of Td is nonpositive, it follows that −T −1Td is
a nonnegative matrix.

We next show each row sum of −T −1Td is equal to one. Note
that


T Td

 1n
1m


= 0. It thus follows that T 1n = −Td1m, which

implies that −T −1Td1m = 1n. Thus each row sum of −T −1Td is
equal to one. �

Remark 1. Lemma 4 implies that if xf → xd, then xi, i ∈ F ,
converge to the convex hull Co{xj, j ∈ L} according to Definition 3.

Lemma 5 (Hong et al., 2002). Consider the following system

ẋ = f (x) +f (x), f (0) = 0, x ∈ Rp, (4)

where f (x) is a continuous homogeneous vector field of degree κ < 0
with respect to (r1, . . . , rp), andf satisfiesf (0) = 0. Assume x = 0 is
an asymptotically stable equilibrium of the system ẋ = f (x). Then
x = 0 is a globally finite-time stable equilibrium of system (4) if
limε→0

fg (εr1 x1,...,ε
rp xp)

εκ+rg = 0, g = 1, . . . , p, ∀x ≠ 0, and the
stable equilibrium x = 0 of the original system (4) is globally asymp-
totically stable.

Proof. The Lemma 5 follows from a combination of Lemma 3 and
Remark 1 in Hong et al. (2002). �

Lemma 6 (Bhat & Bernstein, 1998, Hong, Wang, & Cheng, 2006 and
Tang, 1998). Consider the following system ẋ = f (x, t), where
f (0, t) = 0, x ∈ U0 ⊂ Rp, and f : U0 × R+

→ Rn is continuous
with respect to x on an open neighborhood U0 of the origin x = 0.
Suppose that there are a C1 positive-definite functions V (x, t) (defined
on U × R+, where U ⊂ U0 ⊂ Rp is a neighborhood of the origin),
real number c > 0 and 0 < α < 1, such that V̇ (x, t) + cV α(x, t)
is negative semi-definite (along the trajectory) on U. Then V (x, t)
approaches 0 in finite time. In addition, the finite settling time T
satisfies that T ≤

V (x(t0),t0)1−α

c(1−α)
.

3. Finite-time attitude containment control with multiple
stationary leaders

In this section, we suppose that there are n followers with
dynamics (2) and m stationary leaders with the constant attitudes
σi, i ∈ L. The control goal here is to guarantee that the attitudes
of the followers converge to the stationary convex hull formed
by those of the leaders in finite time. We propose the following
containment control law for each follower as

τi = −GT (σi)

p
−

j∈L


F

aij

sig

 −
k∈L


F

aik(σi − σk)

α1

− sig

 −
k∈L


F

ajk

σj − σk

α1
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+ q
−

j∈L


F

aij

sig

 −
k∈L


F

aik (σ̇i − σ̇k)

α2

− sig

 −
k∈L


F

ajk

σ̇j − σ̇k

α2

 , i ∈ F , (5)

where aij is the (i, j)th entry of the adjacency matrix An+m
associated with the graph Gn+m defined in Definition 1, p and q
are positive constants, 0 < α2 < 1, and α1 =

α2
2−α2

. Because
the leaders have no neighbors, it follows that sig[

∑
k∈L


F ajk(σj −

σk)]
α1 = 0 and sig[

∑
k∈L


F ajk(σ̇j − σ̇k)]

α2 = 0, j ∈ L. Note that
in (5) each follower needs to use information from its neighbors’
neighbors.

Define σd := −(T −1
⊗ Td) ⊗ I3σl and rewrite it as σd =

[σ T
d1, . . . , σ

T
dn]

T , where σl = [σ T
n+1, . . . , σ

T
n+m] ∈ R3m, σdi ∈ R3,

i = 1, . . . , n, and T and Td are defined after Lemma 3. Also
define xi := σi − σdi and yi := ẋi = σ̇i. Note that

∑
j∈L


F

aij{sig[
∑

k∈L


F aik(σi − σk)]
α1 − sig[

∑
k∈L


F ajk(σj − σk)]

α1} =∑n
j=1 Tijsig[

∑
k∈L


F ajk(σj − σk)]

α1 =
∑n

j=1 Tijsig(
∑n

k=1 Tjkxk)
α1 .

By using (5), original system (2) can be transformed to

ẋi = yi

Mi(xi + σdi)ẏi + Ci(xi + σdi, yi)yi = G−T (xi + σdi)τi, i ∈ F , (6)

where τi = −GT (xi + σdi)[p
∑n

j=1 Tijsig(
∑n

k=1 Tjkxk)
α1 + q

∑n
j=1

Tijsig(
∑n

k=1 Tjkyk)
α2 ], i ∈ F and Tij denotes the (i, j)th entry of the

matrix T .

Theorem 1. Using (5) for (2), σi → Co{σj, j ∈ L} and σ̇i → 0, i ∈ F ,
in finite time if Assumption 1 holds. More specifically, σi → σdi.

Proof. We know that (6) can be written in matrix expression as

ẋ = y

ẏ = −M−1(σd) [p (T ⊗ I3) sig (T ⊗ I3x)α1

+ q (T ⊗ I3) sig (T ⊗ I3y)α2 ] +f (x, y) (7)

where x = [xT1, . . . , x
T
n]

T
∈ R3n, y = [yT1, . . . , y

T
n]

T
∈ R3n, M−1

(σd) = diag[M−1
1 (σd1), . . . ,M−1

n (σdn)], and f (x, y) is given byf (x, y) = −[M−1(x + σd) − M−1(σd)][p(T ⊗ I3)sig(T ⊗ I3x)α1 +

q(T ⊗ I3)sig(T ⊗ I3y)α2 ] − M−1(x + σd)C(x + σd, y)y, where
C(x + σd, y) = diag[C1(σ1, σ̇1), . . . , Cn(σn, σ̇n)]. Consider also the
following reduced system of (7)

ẋ = y

ẏ = −M−1(σd) [p (T ⊗ I3) sig (T ⊗ I3x)α1

+ q (T ⊗ I3) sig (T ⊗ I3y)α2 ] . (8)

We first show that the original system (7) is globally
asymptotically stable. Then we prove that the system (8) is also
asymptotically stable and homogeneous. We finally show that
limε→0

f (εr1 x,εr2 y)
εk+r2

= 0, where κ < 0 and r1, r2 > 0. Then the
globally finite-time stability of the equilibrium xi = yi = 0, i ∈ F
can be concluded by using Lemma 5.

First, consider the Lyapunov function candidate V =
∑3

ν=1∑n
i=1(

p
1+α1

|
∑n

j=1 Tijxj(ν)|
1+α1) +

1
2y

TM(x + σd)y for system (7),
where xj(ν) denotes the νth entry of xj ∈ R3. Note that V is positive
definite with respect to xi and yi. Taking the derivative of V gives

V̇ =

3−
ν=1

n−
i=1

psig


n−

j=1

Tijxj(ν)

α1 n−
j=1

Tijẋj(ν)

+ yT [−p (T ⊗ I3) sig (T ⊗ I3x)α1
− q (T ⊗ I3) sig (T ⊗ I3y)α2 ]

=

3−
ν=1

n−
i=1

psig


n−

j=1

Tijxj(ν)

α1 n−
j=1

Tijẋj(ν)

−

3−
ν=1

n−
i=1

p
n−

j=1

Tijyj(ν)

n−
j=1

sig

Tijxj(ν)

α1

− qyT (T ⊗ I3) sig (T ⊗ I3y)α2

= −

3−
ν=1

n−
i=1

q

 n−
j=1

Tijyj(ν)


1+α2

≤ 0,

where yj(ν) denotes the νth entry of yj ∈ R3. Here we have
used Lemma 2 and the facts that T is symmetric and Ṁ − 2C
is skew-symmetric. Let � = {(xTi , y

T
i )|V̇ = 0} and � be the

largest invariant set in �. On �, we know that V̇ ≡ 0. Thus,
it follows that (T ⊗ I3)y ≡ 0, which implies that yi ≡ 0,
i ∈ F , because T is symmetric positive-definite. It thus follows
from (7) that (T ⊗ I3)sig(T ⊗ I3x)α1 ≡ 0, which implies that
xi ≡ 0, i ∈ F . Therefore, by LaSalle’s invariant principle, xi → 0
and yi → 0 globally and asymptotically for the original system
(7). Similarly, by using the Lyapunov function candidate V =∑3

ν=1
∑n

i=1(
p

1+α1
|
∑n

j=1 Tijxj(ν)|
1+α1) +

1
2y

TM(σd)y, we can also
prove that system (8) is globally asymptotically stable by noting
thatM(σd) is constant.

Next, we show that the system (8) is homogeneous. We know
that 0 < α2 < 1 and α1 =

α2
2−α2

. By following the analysis in Bhat
and Bernstein (1997), we know that (8) is a homogeneous function
of degree κ = α2 − 1 < 0 with respect to (r11T

3n, r21
T
3n), where

r1 = 2 − α2 and r2 = 1.
Finally, we show that limε→0

f (εr1 x,εr2 y)
εκ+r2 = 0. By noting that

M−1(εr1x+σd)−M−1(σd) = O(εr1) from themeanvalue inequality
and following a similar analysis to that inHong et al. (2002), we can
get that

lim
ε→0

f (εr1x, εr2y)
εκ+r2

= − lim
ε→0


M−1 (εr1x + σd) − M−1(σd)


9

εκ+r2

− lim
ε→0

M−1 (εr1x + σd) C (εr1x + σd, ε
r2y) εr2y

εκ+r2

= − lim
ε→0

O

ε−2κ

− M−1(σd)C (σd, 0) lim
ε→0

ε−κ
= 0,

where 9 = p(T ⊗ I3)sig(T ⊗ I3x)α1 + q(T ⊗ I3)sig(T ⊗ I3y)α2 .
Thus the finite-time stability of the equilibrium xi = yi = 0 is
proved by using Lemma 5. Then based on Lemma 4, we know that
σi → Co{σj, j ∈ L} and σ̇i → 0, i ∈ F , in finite time. More
specifically, σi → σdi. �

Remark 2. Note that (5) requires information from both the
neighbors (one-hop neighbors) and the neighbors’ neighbors (two-
hop neighbors). Control law (5) is motivated by Hong et al. (2002),
where regulation of a single robotic manipulator was considered.
In contrast, (5) deals with distributed attitude containment control
for multiple rigid bodies.

Remark 3. The results in Theorem 1 still hold if we use a
control law with only self angular velocity damping of the
form τi = −GT (σi){p

∑
j∈L


F aij{sig[

∑
k∈L


F aik(σi − σk)]

α1 −

sig[
∑

k∈L


F ajk(σj − σk)]
α1} + qsig(σ̇i)

α2}, i ∈ F . In contrast, the
relative angular velocity damping term in (5) introduces relative
damping between neighboring rigid bodies.

3.1. Discussion on the special case of a single stationary leader

We note that control law (5) relies on not only the one-
hop neighbors’ information, but also the two-hop neighbors’



2096 Z. Meng et al. / Automatica 46 (2010) 2092–2099
information. Research indicates that the requirement on two-hop
neighbors’ information can be removed when all leaders have the
same stationary attitudes, i.e., the case of a single stationary leader.

Suppose that there are n followers with dynamics (2) and one
stationary leader (i.e., m = 1) with the constant attitude σn+1.
The control goal here is to guarantee that the followers regulate
their attitudes to that of the leader in finite time. The following
cooperative attitude regulation control law is proposed for each
follower as

τi = −GT (σi)


n+1−
j=1

aijsig

σi − σj

α1
+ qisig(σ̇i)

α2


, i ∈ F , (9)

where aij is the (i, j)th entry of the adjacency matrix An+1
associated with the graph Gn+1 defined in Definition 1, qi is a
positive constant, 0 < α2 < 1, and α1 =

α2
2−α2

. Define xi :=

σi−σn+1 and yi := ẋi = σ̇i, i ∈ F . Then the original system (2) using
(9) can be transformed to the following second-order nonlinear
system as

ẋi = yi
Mi (xi + σn+1) ẏi + Ci (xi + σn+1, yi) yi = G−T (xi + σn+1) τi,

i ∈ F , (10)

where τi is given by (9).
Main Result:Using (9) for (2), σi → σn+1 and σ̇i → 0, i ∈ F , in finite
time if Assumption 1 holds.

Proof. It can be seen that (10) can be rewritten as

ẋi = yi

ẏi = −M−1
i (σn+1)


n+1−
j=1

aijsig

xi − xj

α1
+ qisig(yi)α2


+fi(x, y), i ∈ F , (11)

where xn+1 = 0,fi(x, y) = −[M−1
i (xi + σn+1) − M−1

i (σn+1)]

[
∑n+1

j=1 aijsig(xi − xj)α1 + qisig(yi)α2 ] − M−1
i (xi + σn+1)Ci(xi +

σn+1, yi)yi, x = [xT1, . . . , x
T
n]

T and y = [yT1, . . . , y
T
n]

T . Consider also
the following reduced system of (11)

ẋi = yi

ẏi = −M−1
i (σn+1)


n+1−
j=1

aijsig

xi − xj

α1
+ qisig(yi)α2


,

i ∈ F . (12)

Similar to the analysis in Theorem 1, we first show that
the original system (11) is globally asymptotically stable. Then
we prove that the system (12) is asymptotically stable and
homogeneous. Finally we show that limε→0

fi(εr1 x,εr2 y)
εκ+r2 = 0, where

κ < 0 and r1, r2 > 0. Then the globally finite-time stability of
the equilibrium xi = yi = 0, i ∈ F , can be obtained according to
Lemma 5.

First, consider the Lyapunov function candidate V =
∑3

ν=1∑n
i=1

1
1+α1

(
∑n

j=1 aij|xi(ν)−xj(ν)|
1+α1)+

∑3
ν=1

∑n
i=1

2ai(n+1)
1+α1

|xi(ν)|
1+α1

+yTM(x+(1n⊗I3)σn+1)y for system (11),where xi(ν), ν = 1, 2, 3, is
the νth entry of xi ∈ R3, andM = diag[M1(x1+σn+1), . . . ,Mn(xn+
σn+1)]. Note that V is positive definitewith respect to xi and yi. Tak-
ing the derivative of V gives

V̇ =

3−
ν=1

n−
i=1

n−
j=1

aijsig

xi(ν) − xj(ν)

α1

ẋi(ν) − ẋj(ν)


+

3−
ν=1

n−
i=1

2ai(n+1)sig(xi(ν))
α1 ẋi(ν) + yT


Ṁ − 2C


y

−

n−
i=1

2yTi


n+1−
j=1

aijsig

xi − xj

α1
+ qisig(yi)α2



= −2
3−

ν=1

n−
i=1

qi|yi(ν)|
α2+1

≤ 0,

where yi(ν), ν = 1, 2, 3, is the νth entry of yi ∈ R3, yn+1 =

σ̇n+1 = 0, and C = diag[C1(σ1, σ̇1), . . . , Cn(σn, σ̇n)]. Here we have
used Lemma 2 and the facts that (Ṁ − 2C) is skew-symmetric and∑n

i=1
∑n

j=1 aij(ẋi − ẋj)T sig(xi − xj)α1 = 2
∑n

i=1 ẋ
T
i
∑n

j=1 aijsig(xi −
xj)α1 by following a similar analysis to that of Lemma 3.1 in Ren
(2008). Let � = {(xTi , y

T
i )|V̇ = 0} and � be the largest invariant

set in �. On �, we know that V̇ ≡ 0. Thus, it follows that
yi ≡ 0, i ∈ F . Then we know from (11) that

∑n+1
j=1 aijsig(xi −

xj)α1 ≡ 0. It follows that
∑n

i=1 x
T
i
∑n+1

j=1 aijsig(xi − xj)α1 ≡

0, which implies that 1
2

∑n
i=1
∑n

j=1 aij(xi − xj)T sig(xi − xj)α1 +∑n
i=1 ai(n+1)xTi sig(xi)

α1 ≡ 0. Because sig(xi − xj)α1 and sig(xi)α1

are odd functions, we have that aij(xi − xj)T sig(xi − xj)α1 ≥ 0
and ai(n+1)xTi sig(xi)

α1 ≥ 0. Thus it follows that aij(xi − xj)T sig(xi −
xj)α1 ≡ 0 and ai(n+1)xTi sig(xi)

α1 ≡ 0, ∀i, j ∈ F . Then Assumption 1
implies that xi ≡ 0, i ∈ F . Therefore, by LaSalle’s invariant
principle, xi → 0 and yi → 0 globally and asymptotically for
the original system (11). Similarly, by using the Lyapunov function
candidate V =

∑3
ν=1

∑n
i=1

1
1+α1

(
∑n

j=1 aij|xi(ν) − xj(ν)|
1+α1) +∑3

ν=1
∑n

i=1
2ai(n+1)
1+α1

|xi(ν)|
1+α1 +yTM(σn+1)y for system (12), we can

also prove that the system (12) is globally asymptotically stable by
noting that M(σn+1) is a constant.

Then by following a similar analysis to that of Theorem 1, we
can show that (12) is homogeneous and limε→0

fi(εr1 x,εr2 y)
εκ+r2 = 0,

where κ , r1 and r2 are defined as in Theorem 1. Thus it follows that
σi → σn+1 and σ̇i → 0, i ∈ F , in finite time by using Lemma 5. �

Remark 4. Although control law (9) uses only one-hop neighbors’
information, it is only applicable to the case of a single stationary
leader, leading all followers to regulate their attitudes to that of
the leader, which can be thought of as a special case of the convex
hull of multiple leaders. Control law (9) is motivated by Hong
et al. (2002) and Jiang and Wang (2009). However, Hong et al.
(2002) only discussed regulation of a single robotic manipulator
while Jiang and Wang (2009) considered a finite-time leaderless
consensus algorithm for single-integrator dynamics.

4. Finite-time attitude containment control with multiple
dynamic leaders

In this section, the states of the leaders are assumed to be
dynamic given by σi, σ̇i and σ̈i, i ∈ L. We also assume that σ̇i and σ̈i,
i ∈ L are bounded. The control goal is to guarantee that the states of
the followers converge to the dynamic convex hull formed by those
of the dynamic leaders in finite time.We first propose a distributed
sliding-mode estimator to obtain the accurate estimates of the
weighted average of the leaders’ angular velocities in finite time.
Then a control torque is proposed to guarantee that a distributed
sliding surface is driven to zero in finite time. Finally, on the sliding
surface, attitude containment control is achieved in finite time.

The distributed sliding-mode estimator is proposed as

̇xfi = −βsgn

 −
j∈L


F

aij
xfi −xfj

 , i ∈ F (13)

wherexfj = σ̇j, j ∈ L, β is positive constant, aij is the (i, j)th entry of
the adjacencymatrixAn+m associatedwith the graphGn+m defined
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in Definition 1, and the initial statesxfi(0) = 0, i ∈ F . When t ≤ T1
(T1 will be defined later), τi = −kpiσi − kdi σ̇i, i ∈ F , where kpi and
kdi are positive constants. When t > T1, we propose the following
control law for each follower

τi = GT (σi) (Ci(σi, σ̇i)σ̇i + mi + vi + ei) , i ∈ F (14)

where mi = −α−1b−1Mi(σi)sig(σ̇i −xfi)2−α , vi = −µMi(σi)sgn
(
∑n

j=1 Tijsj), ei = −ηMi(σi)sig(
∑n

j=1 Tijsj)
γ , and si =

∑
j∈L


F aij

(σi − σj) + b
∑n

j=1 Tijsig(σ̇j −xfj)α . Here Tij is the (i, j) entry of the
matrix T defined in Lemma 4, 1 < α < 2, 0 < γ < 1, and µ, η
and b are positive constants.

Theorem 2. Assume that σ̇i and σ̈i, i ∈ L are bounded. Using (13)
and (14) for (2), σi → Co{σj, j ∈ L} and σ̇i → Co{σ̇j, j ∈ L},
i ∈ F , in finite time with a settling time T3 (defined later) if µ > β >

supi∈L,ν=1,2,3 |σ̈i(ν)|, and Assumption 1 holds, where σ̈i(ν) denotes the
νth entry of σ̈i ∈ R3, i ∈ L. Specifically, σi → σdi and σ̇i → σ̇di in
finite time, where σdi is defined as in Section 3.

Proof. We first prove thatxfi → σ̇di, i ∈ F in finite time. Consider

the Lyapunov function candidate V1 =
1
2xTf (T ⊗ I3)xf , wherexf = xf − σ̇d,xf = [xTf 1, . . . ,xTfn]T , σ̇d = [σ̇ T

d1, . . . , σ̇
T
dn]

T , and T
is defined as in Lemma 4. Taking the derivative of V1 gives

V̇1 =xTf (T ⊗ I3)

−βsgn


T ⊗ I3xf − σ̈d


≤ − (β − η1)‖T ⊗ I3xf ‖1 ≤ −(β − η1)‖T ⊗ I3xf ‖2

≤ − (β − η1)

xTf (T ⊗ I3)2xf
≤ −(β − η1)λmin(T )‖xf ‖2 ≤ −(β − η1)

√
2λmin(T )

√
λmax(T )

V
1
2
1 ,

where η1 = ‖σ̈d‖∞. Herewe have used Holder’s inequality |xTy| ≤

‖x‖1‖y‖∞ to obtain the first inequality. Therefore, it follows from
Lemmas 4 and 6 thatxf → 0 (i.e.,xfi → σ̇di, i ∈ F ) in finite time,

with a settling time T1 =

√
3nη0λmax(T )

(β−η1)λmin(T )
, where η0 = ‖σ̇d‖∞, if

β > supi∈L,ν=1,2,3 |σ̈i(ν)|. Thus σ̇di can be used to replacexfi when
t ≥ T1.

We next show that under the control of τi = −kpiσi − kdi σ̇i,
i ∈ F , the states σi, σ̇i of (2) will not diverge to infinity in t ∈

[0, T1]. By using the Lyapunov function candidate V1i =
1
2kpiσ

T
i σi+

1
2 σ̇iMi(σi)σ̇i, ∀i ∈ F , we know that V̇1i = −kdi σ̇

T
i σ̇i ≤ 0 from

the fact that Ṁi(σi) − 2Ci(σi, σ̇i) is a skew-symmetric matrix. This
implies that σ̇i and σi, i ∈ F , are bounded in t ∈ [0, T1] from the
fact thatMi(σi) is bounded (Wong et al., 2001).

We then show that si → 0 in finite time. Define σ i = σi − σdi.
Consider the Lyapunov function candidate V2 =

∑n
i=1 V2i, where

V2i =
1
2 s

T
i si. Taking the derivative of V2i when t ≥ T1 gives

V̇2i = sTi ṡi = sTi
 −
j∈L


F

aij

σ̇i − σ̇j


+ bα

n−
j=1

Tijdiag

|σ̇ j|

α−1 σ̈j −̇xfj
= sTi

 n−
j=1

Tijσ̇ j + bα
n−

j=1

Tijdiag

|σ̇ j|

α−1M−1
j (σj)

×

−α−1Mj(σj)b−1sig(σ̇ j)

2−α
+ vj + ej − Mj(σj)̇xfj

= αbsTi
 n−

j=1

Tijdiag

|σ̇ j|

α−1M−1
j (σj)


vj + ej − Mj(σj)̇xfj,
where we have used Lemma 2 and the fact that when t ≥ T1,

Mj(σj)

σ̈j −̇xfj = mj + vj + ej − Mj(σj)̇xfj, j ∈ F .

Then, we know that

V̇2 =

n−
i=1

V̇2i = αb
n−

i=1


n−

j=1

TijsTj



×

diag


|σ̇ i|

α−1M−1
i (σi)


vi + ei − Mi(σi)̇xfi

= αb
n−

i=1


n−

j=1

TijsTj


diag


|σ̇ i|

α−1
×


−̇xfi − µsgn


n−

j=1

Tijsj



+ αb
n−

i=1


n−

j=1

TijsTj


diag


|σ̇ i|

α−1M−1
i (σi)ei

≤ −αb(µ − β)

3−
ν=1

n−
i=1

|σ̇ i(ν)|
α−1

 n−
j=1

Tijsj(ν)


− ηαb

n−
i=1


n−

j=1

Tijsj

T

diag

|σ̇ i|

α−1 sig n−
j=1

Tijsj

γ

≤ −ηαb
3−

ν=1

n−
i=1

|σ̇ i(ν)|
α−1

 n−
j=1

Tijsj(ν)


1+γ

≤ −ηαbkmin

 3−
ν=1

n−
i=1

 n−
j=1

Tijsj(ν)


2


1+γ
2

≤ −ηαbkminλ
1+γ

min (T )


3−

ν=1

n−
i=1

s2i(ν)

 1+γ
2

= −χV
1+γ
2

2 , (15)

where kmin , infi∈F ,ν=1,2,3 |σ̇ i(ν)|
α−1 is positive when σ̇ i(ν) ≠ 0,

∀i, ∀ν, sj(ν) and σ̇ i(ν) denotes, respectively, the νth entry of sj and

σ̇ i, and χ , ηαbkminλ
1+γ

min (T )2
1+γ
2 . Here we have used the facts

that T is symmetric, µ > β , Eq. (13), and Lemma 3.
If σ̇ i(ν) ≠ 0,∀i, ∀ν, we can obtain that si → 0 in finite time,with

a settling time T2 = T1+
2V

1−γ
2

2 (T1)

(1−γ )ηαbkminλ
1+γ
min (T )2

1+γ
2

, by using Lemma6.

From (15), we note that in the approaching phase, σ̇ i(ν) = 0 may
hinder the finite-time reachability of V2.We next show that σ̇ i(ν) =

0 cannot hold for a nonzero time interval when
∑n

j=1 Tijsj(ν) ≠ 0.
When t ≥ T1, by substituting (14) into (2), we have that

σ̈ i = −σ̈di − α−1b−1sig

σ̇i −xfi2−α

− µsgn


n−

j=1

Tijsj


− ηsig


n−

j=1

Tijsj

γ

.

If σ̇ i(ν) = 0, we have that

σ̈ i(ν) = −σ̈di(ν) − µsgn


n−

j=1

Tijsj(ν)


− ηsig


n−

j=1

Tijsj(ν)

γ

,

where σ̈di(ν) denotes the νth entry of σ̈di. Because µ > β >
supi∈L,ν=1,2,3 |σ̈i(ν)| and sgn(

∑n
j=1 Tijsj(ν)) and sig(

∑n
j=1 Tijsj(ν))

γ
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have the same sign, we have that σ̈ i(ν) ≠ 0 when σ̇ i(ν) = 0 and∑n
j=1 Tijsj(ν) ≠ 0. This implies that σ̇ i(ν) = 0 is not an attractor

(Feng, Yu, & Man, 2002) and cannot hold in the reaching phase.
Thus, σ̇ i(ν) = 0 will not hinder the finite-time reachability of V2.

We finally show that σi, i ∈ F , converge to the convex hull
Co{σj, j ∈ L} in finite time. When t ≥ T2, si = 0, i.e.,

∑n
j=1 Tij

σ j = −b
∑n

j=1 Tijsig(σ̇ j)
α for each i ∈ F . This implies that

σ i + bsig(σ̇ i)
α

= 0, ∀i ∈ F , from the fact that T is symmetric
positive definite. We can then easily show that σ i + bsig(σ̇ i)

α
=

0 is equivalent to the sliding surface σ̇ i + b′sig(σ i)
α′

= 0 by
following a similar analysis to that in Yu et al. (2005). Here α′

=
1
α

and b′
= b−1/α . Then, we know that σ̇ = −b′sig(σ )α

′

,

where σ = [σ T
1, . . . , σ

T
n]

T . Similar to the approach given in Xiao,
Wang, and Jia (2008), we can obtain the finite-time stability of the
equilibriumσ i = 0 by using the Lyapunov function candidateV3 =∑3

ν=1
∑n

i=1
1

1+α′ |σ i(ν)|
1+α′

, where σ i(ν) denotes the νth entry of
σ i ∈ R3. Taking the derivative of V3 gives

V̇3 = −b′


sig(σ )α

′
T

sig(σ )α
′

= −b′

3−
ν=1

n−
i=1


sig(σ i(ν))

α′
2

= − b′

3−
ν=1

n−
i=1

|σ i(ν)|
2α′

,

where Lemma 2 has been used. We also know that

V
2α′

1+α′

3 =


3−

ν=1

n−
i=1

1
1 + α′

|σ i(ν)|
1+α′

 2α′

1+α′

≤


1

1 + α′

 2α′

1+α′ 3−
ν=1

n−
i=1

|σ i(ν)|
2α′

,

where we have used Lemma 3. Thus, we have V̇3 ≤ −b′/

[( 1
1+α′ )

2α′

1+α′ ]V
2α′

1+α′

3 . This implies that σ → 0 in finite time, with

a settling time T3 = T2 +
[( 1

1+α′ )
2α′

1+α′
](1+α′)V

1−α′

1+α′

3 (T2)

b′(1−α′)
, by using

Lemma 6. Thus, σi → Co{σj, j ∈ L} and σ̇i → Co{σ̇j, j ∈ L}, i ∈ F , in
finite time, with a settling time T3 by using Lemma 4. Specifically,
σi → σdi and σ̇i → σ̇di. �

Remark 5. A sliding surface of the form si = σ̇ i + b′σ α′

i was
proposed in Tang (1998) and Man, Paplinski, and Wu (1994) for
a single robotic manipulator. However, this sliding surface might
lead the control torque to contain the term diag(σ α′

−1
i )σ̇ i and

hence results in a singularity when σ i = 0 but σ̇ i ≠ 0 (Feng et al.,
2002). In contrast, the sliding surface proposedhere is non-singular
by a proper design and introduction of absolute value and signum
operators. Control law (14) is motivated by Feng et al. (2002),
Tang (1998), Xiao et al. (2008) and Yu et al. (2005). However, Feng
et al. (2002), Tang (1998) and Yu et al. (2005) only considered
the tracking problem for a single robotic manipulator while Xiao
et al. (2008) discussed finite-time leaderless consensus for single-
integrator dynamics.

Remark 6. Note that control law (14) formultiple dynamic leaders
is model-dependent due to the fact thatMi and Ci (and hence Ji) are
required. In contrast, control laws (5) and (9) for stationary leaders
are model-independent. Here the term ‘‘model’’ is mainly used to
refer to the knowledge of the inertia tensor Ji. Also note that control
law (14) introduces discontinuous signum operators to counteract
the impact of the lack of accelerationmeasurements, whichmakes
the control torque discontinuous. In contrast, control laws (5) and
(9) are continuous.
Remark 7. Note that the switching time T1 depends on global
information, i.e., the maximum and minimum eigenvalues of the
matrix T (a variant of the Laplacian matrix). How to obtain
the maximum and minimum eigenvalues of T (and hence
the switching time T1) in a distributed way deserves further
investigation. The controller τi = −kpiσi − kdi σ̇i, i ∈ F is used
to guarantee the boundedness of the closed-loop system when
t ≤ T1, but it may have an adverse effect on the tracking of
σ̇di and σdi. Its influence can be alleviated by selecting small kpi
and kdi .

Remark 8. If a saturation function is used to approximate the
signum operator in (13) and (14), the tracking error si will be
within a bounded set rather than approaching zero. In addition,
the bounded set will be related to the control parameters, the
width of the boundary layer of the saturation function, and the
(nonsymmetric) Laplacian matrix Lm+n.

5. Concluding remarks

In this paper, we proposed distributed attitude containment
control laws for multiple rigid bodies with multiple stationary
and dynamic leaders. A model-independent control law was
proposed for attitude containment control with stationary leaders.
A model-dependent control law was proposed for attitude
containment control with dynamic leaders. The attitudes of the
followers were shown to be driven to the convex hull formed by
those of the leaders in finite time for both cases. Future work
includes extending the results in this paper to cases where the
graph is directed and/or time varying and there exist multiple
communication and input time delays.
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