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Abstract: An autonomous control system designed for a non-holonomic wheeled mobile robot that
is programmed to emulate a fixed-wing unmanned air vehicle (UAV) flying at constant altitude is
experimentally validated. The overall system is capable of waypoint navigation, threat avoidance,
real-time trajectory generation and trajectory tracking. Both the wheeled mobile robot experimental
platform and the hierarchical autonomous control software architecture are introduced.
Programmed to emulate a fixed-wing UAV flying at constant altitude, a non-holonomic mobile
robot is assigned to follow a desired time-parameterised trajectory generated by a real-time trajec-
tory generator to transition through a sequence of targets in the presence of static and popup threats.
Hardware results of the autonomous control system where the trajectory tracker applies two vel-
ocity controllers accounting for fixed-wing UAV-like input constraints, are compared to simulation
results of dynamic controllers that are based on non-smooth backstepping to demonstrate the effec-
tiveness of the overall system.
1 Introduction

The development of fully autonomous control systems for
robotic vehicles is made possible due to the increasing
power of computational resources. Robotic vehicles are
expected to find potential applications in military oper-
ations, search and rescue, environment monitoring, com-
mercial cleaning, material handling and homeland security.
One of the challenges inherent in controlling wheeled

mobile robots comes from the non-holonomic constraints,
to which many wheeled mobile robots are subjected.
Another challenge results from actuator saturation con-
straints. Previous approaches to control of wheeled mobile
robots can be roughly categorised as either stabilisation or
tracking. Based on Brockett’s necessary condition for feed-
back stabilisation [1] non-holonomic systems cannot be
stabilised via smooth time-invariant state feedback. The
stabilisation of wheeled mobile robots is mainly tackled
via discontinuous feedback [2, 3] and continuous time-
varying feedback [4–6]. The tracking control problem can
be achieved via sliding mode approaches [7] backstepping
techniques [8–10] or optimal control strategies [11].
Fully-automating unmanned air vehicles (UAVs) poses

both theoretical and practical challenges [12]. One import-
ant avenue of research is UAV path planning [13, 14].
Another important aspect focuses on trajectory optimisation
for UAVs [15, 16]. In addition, effective trajectory tracking
algorithms guarantee that a UAV can accurately follow its
pre-specified time-parameterised desired trajectory [17].
UAVs equipped with low-level altitude-hold, velocity-

hold and heading-hold autopilots can be modelled by
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kinematic equations similar to those of wheeled mobile
robots. The inherent properties of fixed-wing UAVs
impose input constraints of positive minimum velocity
due to the stall conditions of the aircraft, bounded
maximum velocity due to thrust limitations and saturated
heading rate due to roll angle and pitch-rate constraints.
However, most existing approaches to wheeled mobile
robot tracking control are not directly applicable to the
UAV problem since negative velocity commands are
allowed in these approaches.
Although autonomous control systems have been studied

extensively in theory, experimental implementation and
demonstration on hardware platforms remain a challenge.
The main contribution of this paper is to experimentally
implement and validate an autonomous control system
design procedure on a wheeled mobile robot platform that
is programmed to emulate a miniature fixed-wing UAV
flying at constant altitude as a proof of concept and as a
step towards, hardware tests on miniature fixed-wing
UAVs. In particular, velocity and heading rate constraints
similar to those of UAVs are imposed on the wheeled
mobile robot. The autonomous control system is capable
of waypoint navigation, threat avoidance, real-time trajec-
tory generation and trajectory tracking. Although its
ability to fully emulate a fixed-wing UAV is limited, a
wheeled mobile robot platform provides an effective tool
to pre-test algorithms designed for UAVs. From our past
experience, the methodology of first testing some UAV
algorithms on the wheeled mobile robot platform and then
implementing them on UAV hardware not only helps us
learn practical implementation issues but avoids damaging
UAV crashes. It is worthwhile to mention that although
we use a wheeled mobile robot for a case study of an auton-
omous control system design, the same design principle can
be applied or extended to other kinds of robotic vehicles.
The experimental results presented in this paper are

related to the simulation studies in [17]. In this paper, we
conduct experimental tests where a non-holonomic mobile
robot is assigned to follow a desired trajectory generated
by a real-time trajectory generator to transition through
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several targets in the presence of static and popup threats.
Hardware results of the autonomous control system where
the trajectory tracker is based on a saturation velocity con-
troller and a discontinuous velocity controller following the
design in [17] are presented. These hardware results are also
compared to simulation results of the autonomous control
system where the trajectory tracker uses two novel
dynamic controllers based on non-smooth backstepping.
The controllers in this paper are computationally simple
and can be easily implemented with low-cost microcontrol-
lers onboard vehicles. In addition, the controllers are shown
to be robust to measurement noise in an experimental
setting. Finally, only piecewise continuity is required for
the reference velocities while other approaches for mobile
robot tracking control require uniform continuity [8–10].
This feature makes the controllers feasible for our system,
where the real-time trajectory generator outputs ‘bang-
bang’ control references to achieve time-extremal proper-
ties [16].

2 Non-holonomic mobile robot experimental
platform

2.1 Robot equations of motion

The kinematic equations of a non-holonomic wheeled
mobile robot are given by

_x ¼ v cos (c), _y ¼ v sin (c), ċ ¼ v (1)

where (x, y) is the Cartesian position of the robot centre, c is
the orientation, v is the linear velocity and v is the angular
velocity. The simplified dynamic equations of motion are
given by

m_v ¼ F, J v̇ ¼ t (2)

where m is the mass, J is the mass moment of inertia, F is
the force and t is the torque applied to the robot. Here fric-
tion effects have been neglected.
UAVs equipped with low-level altitude-hold velocity-

hold and heading-hold autopilots can be modelled by kin-
ematic equations similar to those of wheeled mobile
robots (see [17] and references therein). The inherent prop-
erties of fixed-wing UAVs impose input constraints of posi-
tive minimum velocity due to the stall conditions of the
aircraft, bounded maximum velocity due to thrust limit-
ations and saturated heading rate due to roll angle and pitch-
rate constraints. In order to emulate a fixed-wing UAV
flying at constant altitude, the following input constraints
are imposed on the wheeled mobile robot

U1 ¼ {0 , vmin � v � vmax,� vmax � v � vmax} (3)

where vmax . 0.

2.2 Robot hardware

Fig. 1a shows the canister robot used in our experiments.
Velocity and angular velocity control commands from a
host computer are sent to a PC/104 computer onboard the
mobile robot over a wireless LAN. The PC/104 stack
shown in Fig. 1b then sends motor commands to and
receives encoder count updates from the multiple agent
intelligence coordination and control (MAGICC) board.
The MAGICC board, as shown in Fig. 1c, is a
re-configurable high performance hardware controller
designed for use in light weight, compact robotics and
1622
control applications at BYU [18]. The MAGICC board
combines a 29 MHZ Rabbit processor with six high
current motor drivers, four hardware quadrature turn enco-
ders and ten analog inputs. The MAGICC board produces
PWM output to the motors and calculates the robot’s
linear and angular velocities using encoder data. The
robot’s position and orientation are measured by an over-
head camera.

3 Autonomous control system architecture

We implement a hierarchical software architecture in our
experiments. As shown in Fig. 2, the architecture consists
of five components: waypoint path planner, real-time trajec-
tory generator, trajectory tracker, low-level robot control
and the physical vehicle. The waypoint path planner and tra-
jectory generator have been addressed in [14, 16, 19, 20]. In
the following, we overview each layer.

3.1 Waypoint path planner

The waypoint path planner generates waypoint paths
(straight-line segments) that change in accordance with
the dynamic environment consisting of the location of the
robot, the targets and the static or popup threats. The way-
point planning technique is based on the construction and
search of a Voronoi graph or its extension [21], which is
then searched via Eppstein’s k-best paths algorithms [22].
The generated waypoint path does not account for the
dynamic constraints of the vehicle so that the path search
space can be significantly reduced. By using threat locations
to construct the graph, the planned path accounts for the
static and popup threats in the sense that the resulting
straight-line segments are equidistant from the closest
threats. In our paper, the Voronoi diagram is formulated
based on the idea of a point threat, which represents the
location of a ground-based radar. In searching the diagram
to find the best path, each edge of the Voronoi diagram is
assigned two costs: a threat cost and a length cost. The
threat cost is based on 1=d4, where d is the distance from
the path to the radar location [19]. If desired, the Voronoi
approach can also be applied to directly account for 2-D
obstacles. For example, if the 2-D obstacles are polygons,
then a simple approach is to use the corners of the polygons
to create the Voronoi diagram. The edges that intersect
obstacles are then discarded to produce a candidate graph.
Note that when a popup threat is detected or a new target
occurs, the waypoint path planner will replan the path for
the robot. Fig. 3 shows a typical waypoint path generated
by the waypoint path planner, where the threat locations
to be avoided are represented by dots, and the waypoint
path is shown in solid line.

3.2 Trajectory generator

The real-time trajectory generator smoothes through the
corners of the waypoint paths so that the fixed-wing
UAV-like dynamic constraints (e.g. minimum turn radius)
can be accounted for. The trajectory generator produces a
feasible time-parameterised desired trajectory, that is, the
desired position (xr(t), yr(t)) and orientation cr(t) for the
robot. The desired reference trajectory (xr, yr, cr, vr, vr)
generated by the trajectory generator satisfies

_xr ¼ vr cos (cr), _yr ¼ vr sin (cr), ċ r ¼ vr
IET Control Theory Appl., Vol. 1, No. 6, November 2007



Fig. 1 Robot hardware

a Canister robot
b PC/104 stack
c MAGICC board
where vr and vr are piecewise continuous and satisfy
inft�0vr(t) . vmin . 0, supt�0vr(t) . vmax, and supt�0jvr

(t)j . vmax. Note that the desired trajectory takes into
account the UAV-like velocity and heading rate
constraints.
Without loss of generality, the constraints for vr and vr

can be written as

vmin þ ev1 � vr � vmax � ev2

�vmax þ ev1 � vr � vmax � ev2 (4)

where ev1, ev2, ev1 and ev2 are positive control parameters.
The inclusion of e � in (4) is to guarantee that there
is sufficient control authority to track the reference
trajectory.

3.3 Trajectory tracker

The trajectory tracker outputs the velocity command vc and
angular velocity command vc to the low-level control layer
so that the robot can accurately follow the desired trajec-
tory. With regard to the kinematic model (1), the control
objective is to find feasible inputs v and v such that jxr2
xr2 xj þ jyr2 yj þ jcr2 cj ! 0 as t ! 1.
Transforming the tracking errors expressed in the inertial

frame to the robot frame, the error coordinates become

xe
ye
ce

2
4

3
5 ¼

cos(c) sin(c) 0

�sin(c) cos(c) 0

0 0 1

2
4

3
5 xr � x

yr � y

cr � c

2
4

3
5

Fig. 2 Software architecture
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Accordingly, the tracking error model can be represented
as

_xe

_ye

ċ e

2
64

3
75

|fflfflffl{zfflfflffl}
ẋ

¼

vrye

�vrxe þ vr sin(ce)

0

2
64

3
75

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
f1(t,x)

þ

�ye �1

xe 0

1 0

2
64

3
75

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
g1(x)

uv

uv

� �
|fflffl{zfflffl}

u

(5)

where x ¼ [xe, ye, ce]
T, uv ¼ vr2 vc and uv ¼ vc2 vr

cos(ce). Note that the velocity and angular velocity
commands to the low-level control layer are

vc ¼ vr cosðceÞ þ uv

vc
¼ vr � uv

The input constraints under the transformation become

U2 ¼ {uv, uvjv � uv � v̄ , v � uv � v̄} (6)

where v W vr � vmax, v̄ W vr þ vmax, v W vmin � vr cos
(ce), and �v W vmax � vr cos(ce) are time-varying due to
state dependence and time-varying properties of vr and vr.
Let k . 1=2, g0 . 0, g1 e (0, 1) and g2 e (0, 1) be

constant. Also let

k ¼ max M0, 1þ
d2

min {ev1, ev2}

� �

Fig. 3 Typical waypoint path generated by the waypoint path
planner
1623



where

M0 W max
2

cos�1
vmin

vmin þmin{ev1, ev2}

� � , 1

8>><
>>:

þ
ffiffiffi
2

p d1
min{ev1, ev2}

�

d1 W k þ
1

2

� �
2vmax �min{ev1, ev2}
	 


þ g2 k �
1

2

� �
min{ev1, ev2}

þ k[(vmax �min{ev1, ev2})

þ g1(vmin þmin{ev1, ev2})]

þ (vmax �min{ev1, ev2})

þ (vmax �min{ev1, ev2})þ g0

d2 W (vmax �min{ev1, ev2})

�
ffiffiffi
2

p
k �

1

2

� �
M2

M0

þ
ffiffiffi
2

p
k
M1

M0

þ 1

� �
þ (vmax �min{ev1, ev2})þ g0

and

M1 W sup
0,jaj,1=M0
jbj,1=M0

sin(a� b)þ sin(b)

a

����
����

M2 W sup
0,jaj,1=M0
jbj,1=M0

cos(b)� cos(a� b)

a

����
����

In [17], we have shown that for l . k, wherek is defined
in (7)

V0(x) ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lce þ

yeffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2e þ y2e þ 1

p
 !2

þ1

vuut
þ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2e þ y2e þ 1

p
� (1þ k) (8)

is a constrained control Lyapunov function (CLF) for the
system (5) with the input constraints (6) such that
infue U2

_V 0(x) � �W (x), where W(x) is a continuous
positive-definite function.
In the following, we first design velocity controllers

based on the kinematic model (1), where a saturation con-
troller and a discontinuous controller will be given. Then
we apply the non-smooth backstepping approach proposed
in [23] to design force and torque controllers based on the
dynamic model (2) for comparison purposes.
Motivated by [24], we define a feasible control set as

F (t, x) ¼ {u [ U2jLf V þ LgVu � �W (x)}

where Lf V ¼ ð@V0=@xÞ f1(t,x), LgV ¼ ð@V0=@xÞg1(x), V0(x)
is the constrained CLF given by (8), and W(x) is
the continuous positive-definite function such that

infueU2

_V 0(x) � �W (x). Note that F (t, x) denotes the stabi-

lising controls at time t (with respect to V0(x)) that also
satisfy the input constraints (6). Also note that the fact
that V0 is a constrained CLF for (5) with the input con-
straints (6) guarantees that F (t, x) is non-empty for any t
and x. It is worthwhile to mention that as e� approach
zero, the feasible control set vanishes.
1624
Fig. 4 shows the feasible control set at a certain time t.
The line denoted by LgVuþ LfVþW ¼ 0 separates the
2-D control space into two halves, where the left half in
Fig. 4 represent the unconstrained stabilising controls satis-
fying _V � �W (x) at time t. The rectangle area denotes the
time-varying input constraints (6). The shaded area rep-
resents the feasible control set F (t,x).
Define a signum-like function as sgn(a, b, c) ¼ b if

a , 0, sgn(a, b, c) ¼ 0 if a ¼ 0 and sgn(a, b, c) ¼ c if
a . 0. By mimicking the proof in [17] that V0 is a
constrained CLF for (5), it is straightforward to verify that
V0 is a constrained Lyapunov function for (5) with control
input ud ¼ [uv, uv]

T, where

uv ¼ sgn(�sv,v, v̄)

uv ¼ sgn(xe, v, �v)

where sv W lce þ ðye=ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2e þ y2e þ 1

p
ÞÞ. Noting that v ¼

vrcos(ce)þ uv and v ¼ vr2 uv, a discontinuous controller
for the kinematic model (1) is given by

vc ¼

vmin, xe , 0

vr, xe ¼ 0

vmax, xe . 0

8<
: , vc

¼

vmax, sv . 0

vr, sv ¼ 0

�vmax, sv , 0

8<
:

Define a saturation function as sat(a, b, c) ¼ b if a , b,
sat(a, b, c) ¼ a if b � a � c and sat(a, b, c) ¼ c if a . c,
where it is assumed that b , c. Similarly, V0 is also a con-
strained Lyapunov function for (5) with control input
us ¼ [uv, uv], where

uv ¼ sat(�hvsv,v, v̄)

uv ¼ sat(hvxe, v, �v)

where hv and hv are required to be greater than some posi-
tive constants which are expressed precisely in [17].
Therefore a saturation controller for the kinematic model
(1) is given by

v
c
¼

vmin, hvxe , v

vr cos (ce)þ hvxe, v � hvxe � �v

vmax, hvxe . �v

8><
>:

vc
¼

vmax, �hvsv , v

vr þ hvsv, v � �hvsv � v̄

�vmax, �hvsv . v̄

8><
>:

Note that both ud and us are in the feasible set in Fig. 4. In
particular, ud corresponds to a vertex of a corner of the feas-
ible control set.
Dynamic control laws will be derived to compare with

the kinematic control laws described earlier. Given kin-
ematic control laws, a standard way to extend the kinematic

Fig. 4 Feasible set F(t, x)
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control laws to dynamic strategies is to apply backstepping
techniques. It is obvious that both vc and vc are not differ-
entiable for the discontinuous controller and the saturation
controller. Note that the continuity of the saturation control-
ler depends on the continuity of vr and vr. In this paper, vr
and vr are only assumed to be piecewise continuous. In fact,
the reference heading rate output from the real-time trajec-
tory generator are ‘bang-bang’ signals to achieve time-
extremal properties. As a result, traditional backstepping
techniques are not applicable to find dynamic control laws
for the dynamic model (2). Therefore we resort to the non-
smooth backstepping approach proposed in [23] to tackle
this problem.
Note that (5) and (2) can be rewritten as

ẋ ¼ f (t, x)þ g(x)j, j̇ ¼ n (9)

where j ¼ [v, v]T, n ¼ [F/m, t/J ]T

f (t, x) ¼

vr cos(ce)

vr sin(ce)

vr

2
4

3
5

and

g(x) ¼

�1 ye
0 �xe
0 �1

2
4

3
5

Let f(t, x) ¼ [vc, vc]T represent the saturation or discon-
tinuous control law described earlier for the kinematic
model (1). Let

_̃
f (t, x) denote the generalised time deriva-

tive of f and let m represent the minimum norm element
of

_̃
f (t, x) [23, 25]. Define

n ¼ [nF , nt]
T
¼ m� K[j� f(t, x)]�

@V0

@x
g(x)

� �T
(10)

where K is a 2 � 2 symmetric positive-definite matrix. Then
the dynamic control law is given by

F ¼ mnF , t ¼ Jnt (11)

Theorem 3.1: The dynamic control law (11) guarantees that
jx2 xrj þ jy2 yrj þ jc2 crj þ v2 vrj þ jv2 vrj !

0 asymptotically as t ! 1

Proof: Consider a Lyapunov function candidate

V ¼ V0(x)þ 1=2(j� f(t,x))T(j� f(t, x)). Note that
_V 0 � �W (x) if j ¼ f(t, x) from the argument that V0 is a
Lyapunov function for the kinematic model (1).
Following Theorem 5 in [23], it can be verified that the
control law (11) guarantees that kxk þ kj2 f(t, x)k ! 0
asymptotically as t ! 1. Noting that f(t, 0) ¼ [vr, vr]

T,
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it is straightforward to see that jxej þ jyej þ jcej þ jv2 vrj
þ jv2 vej ! 0 asymptotically as t ! 1, which in
turn implies that jx2 xrj þ jy2 yrj þ jc2 crj þ jv2 vrj þ
jv2 vrj ! 0 asymptotically as t ! 1 A

Note that unlike the case of Theorem 5 in [23], j does not
approach zero since here we consider a tracking problem
where f(t, 0) ¼ [vr, vr]

T while Theorem 5 in [23] considers
a stabilisation problem where f(0) ¼ 0.

3.4 Low-level control

The low-level control layer uses the velocity and angular
velocity commands to control the robot. Low-level control
algorithms are implemented in the MAGICC board with
the objective of maintaining commanded robot linear and
angular velocities during the experiments. Fig. 5 shows a
PID control loop for the commanded linear and angular
velocities. Note that the trajectory tracker outputs the
commanded linear and angular velocities vc and vc. They
are then converted to the commanded left and right wheel
velocities denoted by Vl

c and Vr
c, respectively, via the con-

version factor K1. The actual left and right wheel velocities
denoted Vl

a and Vr
a, respectively, are then converted back to

the actual linear and angular velocities va and va, respect-
ively, via the conversion factor K2.

4 Experimental results

In this section, we experimentally validate the autonomous
control system design using a non-holonomic mobile robot.
Hardware results based on both the saturation velocity con-
troller and the discontinuous velocity controller derived in
Section 3.3 are presented. These hardware results are also
compared to simulation results using the dynamic controller
(11). With a non-holonomic mobile robot programmed to
emulate in hardware a UAV flying at constant altitude,
the robot is assigned to follow a desired trajectory generated
by the real-time trajectory generator so as to transition
through several known targets in the presence of static
and popup threats.
The experimental tests were conducted in the MAGICC

Laboratory at Brigham Young University. The MAGICC
Lab mobile robot testbed as shown in Fig. 6a consists of a
5 � 5 m2 field. Fig. 6b shows the schematic hardware/soft-
ware structure of the testbed.

Fig. 5 PID control loop for vc and vc
Fig. 6 Wheeled mobile robot experimental platform

a Mobile robot tested
b Hardware/Software structure
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In our experiments, all high-level control algorithms
including the waypoint path planner, real-time trajectory
generator and trajectory tracker are performed on a host
computer running Matlab/Simulink under the Linux operat-
ing system. The low-level robot control algorithm is run
onboard the robot. An overhead camera capturing image
frames at 30 frames per second is mounted on the ceiling
directly above the testbed to measure the position and orien-
tation of each robot. The control algorithms utilise the
MAGICC Mobile Robot Toolbox (MMRT) [26] that runs
under Simulink. MMRT provides a convenient interface
for rapid implementation and testing of mobile robot
control applications. Table 1 shows the specifications of
the robot and control parameters used to obtain the exper-
imental results. Note that we have purposely imposed con-
straints for the linear and angular velocities of the robot
such that v [ [vmin, vmax] and v [ [2vmax, vmax] to exper-
imentally validate the results presented in Section 3. The
robot emulates a target Zagi airframe-based UAV with a
minimum airspeed of 8 m/s, a maximum airspeed of
13 m/s and a minimum turn radius of 11 m.
Figs. 7–9 show the hardware results of the autonomous

control system where the trajectory tracker uses the two vel-
ocity controllers under relatively large control authority
jvc

j � 2 rad/s, that is, ev1 ¼ ev2 ¼ 0.75 rad/s. In Fig. 7,
we show the trajectories of the robot transitioning through
two targets in the presence of static threats and popup

Table 1: Specifications of the robot and control
parameters

Parameter Value

m, kg 10.1

J, kg m2 0.13

vmin, m/s 0.075

vmax, m/s 0.24

vmax, rad/s 2

vr, m/s [[0.15, 0.19]

vr, rad/s [[21.25, 1.25]

l 1

hv 3

hv 10

Fig. 7 Desired and actual robot trajectories in an experiment
using the velocity controllers when there are two targets and
ev1 ¼ ev2 ¼ 0.75 rad/s
1626
threats, where stars indicate the starting points of the way-
point path and the time-parameterised trajectories, dots
denote the static threats, ‘x’ marks represent the popup
threats and squares denote the targets. Note that in our
experiments, we purposely introduce a large initial tracking
error to test the performance of the controllers in the pre-
sence of an initial tracking error. Note that the robot con-
secutively reaches its targets and avoids static and popup
threats by accurately following the desired time-
parameterised trajectory. Fig. 8 compares the tracking
errors of the two velocity controllers. Note that the position
and orientation of the robot are measured by the overhead
camera. As a result of vision noise from the overhead
camera, there exist a steady-state tracking error of about
0.05 m and glitches in the heading tracking errors for both
controllers. Note that the velocity controllers are robust to
robot position and orientation measurement noise. Fig. 9
compares the reference and commanded velocities for
both controllers. We can see that the velocities of the dis-
continuous controller switch frequently in time. Although
similar performance is achieved using both controllers, we
notice that the motion of the robot using the saturation con-
troller is smooth while the motion of the robot using the dis-
continuous controller has significant jerks.

Fig. 8 Tracking errors in an experiment using the velocity con-
trollers when there are two targets and ev1 ¼ ev2 ¼ 0.75 rad/s

Fig. 9 Reference and commanded velocities in an experiment
using the velocity controllers when there are two targets and
ev1 ¼ ev2 ¼ 0.75 rad/s
IET Control Theory Appl., Vol. 1, No. 6, November 2007



In contrast to the above hardware results of the auton-
omous control system where the trajectory tracker uses
the velocity controllers, we also show simulation results
of the autonomous control system where the trajectory
tracker uses the dynamic controller based on non-smooth
backstepping in Figs. 10–13. Note that the dynamic
controller takes into account vehicle dynamics while the
velocity controllers do not. Our motivation here is to
compare the experimental results based on the velocity con-
trollers that omit vehicle dynamics in the presence of noise
and uncertainties existing in an experimental setting with
the ideal simulation results based on the dynamic controller.
By doing so, the performance of the velocity controllers in
the experimental setting can be evaluated. The robot used in
our testbed has physical constraints for force and torque of
jFj � 30 N and jtj � 230 Nm. We choose K ¼ diagf2, 2g in
(10). Note that non-smooth backstepping is applied to both
the saturation velocity controller and the discontinuous
velocity controller. The dynamic controllers based on
non-smooth backstepping for both velocity controllers
have similar tracking performances as shown in Figs. 10
and 11. However, compared to the case using non-smooth
backstepping for the saturation velocity controller, switch-
ing phenomena for actual linear and angular velocities
and control forces and torques are more severe in the case

Fig. 10 Desired and actual robot trajectories in simulation using
non-smoooth backstepping when there are two targets and
ev1 ¼ ev2 ¼ 0.75 rad/s

Fig. 11 Tracking errors in simulation using non-smooth back-
stepping when there are two targets and ev1 ¼ ev2 ¼ 0.75 rad/s
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Fig. 12 Reference and actual velocities in simulation using non-
smooth backstepping when there are two targets and ev1 ¼
ev2 ¼ 0.75 rad/s

Fig. 13 Control forces and torques in simulation using non-
smooth backstepping controller when there are two targets and
ev1 ¼ ev2 ¼ 0.75 rad/s

Fig. 14 Desired and actual robot trajectories in an experiment
using the saturation controller when there are three targets and
ev1 ¼ ev2 ¼ 0.2 rad/s
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of using non-smooth backstepping for the discontinuous
controller as shown in Figs. 12 and 13. By comparing
Figs. 8 and 11, we see that the hardware results using the
velocity controllers are almost comparable to the simulation
results using the dynamic controllers.
As a final test, we reduce the control authority to

jvc
j � 1.45 rad/s, that is, ev1 ¼ ev2 ¼ 0.2 rad/s, and intro-

duce one more target in the test field. Figs. 14–16 show the
hardware results of the autonomous control system where
the trajectory tracker uses the saturation velocity controller
in this situation. As shown in Fig. 16, vc is constrained
within [21.45, 1.45] (rad/s) compared to Fig. 9 where vc

is constrained within [22, 2] (rad/s). Note that similar per-
formances are still achieved with much smaller control
authority for vc and the robot transitions through three
targets consecutively and avoids static and popup threats
as desired.

5 Conclusion and future work

This paper has experimentally validated an autonomous
control system on a wheeled mobile robot platform as a

Fig. 15 Tracking errors in an experiment using the saturation
controller when there are three targets and ev1 ¼ ev2 ¼
0.2 rad/s

Fig. 16 Reference and commanded velocities in an experiment
using the saturation controller when there are three targets and
ev1 ¼ ev2 ¼ 0.2 rad/s
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case study. The autonomous control system has the func-
tionalities of waypoint navigation, threat avoidance, real-
time trajectory generation and trajectory tracking.
Programmed to emulate a UAV flying at constant altitude,
a non-holonomic wheeled mobile robot was able to con-
secutively transition through a sequence of targets and
effectively avoid static and popup threats by following a
desired time-parameterised trajectory generated by a real-
time trajectory generator. Future work includes implement-
ing the whole system onboard a miniature fixed-wing UAV.
There are a few implementation challenges associated with
a UAV platform. One implementation challenge results
from the relatively low update rate of the UAV position
and heading measurement. While the main control loop
runs at �130 HZ and the real-time trajectory generator
runs at 20 HZ, the GPS can only provide UAV position
and heading information at roughly 1 HZ. A state estimator
needs to be designed to provide missing data and mitigate
the low UAV position and heading update rate. Another
challenge results from the fact that the autopilot response
to heading step is not truly first order as assumed. In
addition, explicitly accounting for tracking error due to
wind is also a challenge for implementing the tracking con-
trollers on UAV hardware.
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