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Abstract

In the exploration and implementation of formation control strategies, communication range and bandwidth limitations form a barrier to
large scale formation control applications. The limitations of current formation control strategies involving a leader–follower approach and a
consensus-based approach with fully available group trajectory information are explored. A unified, distributed formation control architecture
that accommodates an arbitrary number of group leaders and arbitrary information flow among vehicles is proposed. The architecture requires
only local neighbor-to-neighbor information exchange. In particular, an extended consensus algorithm is applied on the group level to estimate
the time-varying group trajectory information in a distributed manner. Based on the estimated group trajectory information, a consensus-based
distributed formation control strategy is then applied for vehicle level control. The proposed architecture is experimentally implemented and
validated on a multi-robot platform under local neighbor-to-neighbor information exchange with a single or multiple leaders involved.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

In the field of cooperative control, approaches for
achieving of formation maintenance among multiple vehicles
have received significant attention. Given the limitations
of communication bandwidth and communication range in
many applications, the need for distributed algorithms that
require only local neighbor-to-neighbor information exchange
is apparent.

A typical leader–follower formation control approach
(e.g., [1]) assumes only one group leader within the team.
In this case, only the group leader has the knowledge of
group trajectory information, which is either preprogrammed
in the group leader or provided to the group leader by an
external source. The formation is then built on the reaction
of the other group members to the motion of the group
leader. The fact that only a single group leader is involved
in the team implies that the leader–follower approach is
simple to implement and understand, and the requirement
on communication bandwidth is reduced. This is, however, a
single point of massive failure type system because the loss
of the group leader causes the entire group to fail. Another
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issue with the typical leader–follower approach is the lack of
inter-vehicle information feedback throughout the group. For
example, feedback from the followers is not used by the leader
so the formation can become disjoint and followers can be left
behind if they are not able to track the motion of the leader
accurately.

In order to overcome this type of single point of failure
tendency, much research has been focusing on decentralized or
distributed cooperative control strategies where vehicle control
laws are coupled and each vehicle makes its own decision
according to the states of its neighbors (e.g., [2–17]). This
allows the group to continue on to achieve an objective even
in the presence of failure of any group member.

Among the decentralized or distributed cooperative control
strategies, consensus algorithms (e.g., [6–12,15]) focus on
driving the information states of all vehicles to a common value.
For formation stabilization with a static formation centroid,
if each vehicle in a group can reach consensus on the center
point of the desired formation and specify a corresponding
desired deviation from the center point, then vehicle formations
can be achieved. To apply consensus algorithms to achieve
formation maneuvering with a time-varying formation centroid
trajectory, either the common formation velocity for the group
or the desired group trajectory is assumed to be known by
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each vehicle in the group as in [3,5,17,18]. In particular, [5]
assumes that a sequence of constant, desired formation centroid
states are preprogrammed on each vehicle. However, this
approach cannot account for dynamically changing formation
centroid states in response to dynamically changing situational
awareness. While a flocking behavior is achieved in [4,19]
when no vehicle has the knowledge of group formation
velocity, an accurate formation geometry is not specified. In
this paper, we focus on applications that require accurate
formation geometry maintenance with desired group trajectory
information involved.

The requirement that each vehicle have the knowledge of
the desired group trajectory may not be realistic for many
applications. For example, communication bandwidth and
range limitations may prevent each vehicle in the group having
access to the group trajectory information. Also, to increase
stealth and flexibility, only a portion of the vehicles in the team
may be provided with the desired group trajectory information.
In addition, it is also possible that only a portion of the vehicles
are able to detect a target or dangerous source at a certain time
instant, and those vehicles in turn serve as the group leaders to
guide the behaviors of the other group members.

Given the strength of the consensus algorithms for formation
control with coupling involved between neighboring vehicles
and the effectiveness of a traditional leader–follower approach
when group trajectory information is limited in the formation,
integrating the two approaches yields the strength of both
strategies. Bandwidth limitations for the group can be handled
in limiting the amount of group trajectory information
availability within the group, while robustness is achieved with
distributed nature of the consensus algorithms.

The main contributions of the current paper are twofold.
First, we propose a unified, distributed formation control
architecture that accommodates an arbitrary number of group
leaders and allows for arbitrary information flow among
vehicles without adding complexity to the control law design
and analysis. In particular, an extended consensus algorithm
is applied on the group level to estimate the time-varying
group trajectory information in a distributed manner. Based
on the estimated group trajectory information, a consensus-
based distributed formation control strategy is then applied for
vehicle level control. Second, the proposed formation control
architecture is experimentally implemented and validated on
a multi-robot platform and the results are discussed. It is
worthwhile to mention that although various strategies for
decentralized or distributed formation control have been studied
in the literature, few have been systematically verified on
experimental platforms. A preliminary version of the work has
been presented at the 2007 American Control Conference [20].

2. Background and preliminaries

2.1. Graph theory notations

It is natural to model information exchange among vehicles
by directed or undirected graphs. A digraph (directed graph)
consists of a pair (N , E), where N is a finite nonempty set of
nodes, and E ∈ N × N is a set of ordered pairs of nodes,
called edges. An edge (i, j) in a digraph denotes that vehicle j
can obtain information from vehicle i , but not necessarily vice
versa. In contrast, the pairs of nodes in an undirected graph
are unordered, where an edge (i, j) denotes that vehicles i
and j can obtain information from one another. Note that an
undirected graph can be considered a special case of a digraph,
where an edge (i, j) in the undirected graph corresponds to
edges (i, j) and ( j, i) in the digraph. If there is an edge from
node i to node j in a digraph, then i is the parent node, and j
is the child node. A directed path is a sequence of edges of the
form (vi1 , vi2), (vi2 , vi3), . . . , where vi j ∈ N , in a digraph. An
undirected path in an undirected graph is defined analogously.
In a digraph, a cycle is a directed path that starts and ends at the
same node. A digraph is strongly connected if there is a directed
path from every node to every other node. An undirected graph
is connected if there is a path between any distinct pair of nodes.
A directed tree is a digraph, where every node has exactly one
parent except for one node, called the root, which has no parent,
and the root has a directed path to every other node. Note that
in a directed tree, each edge has a natural orientation away from
the root, and no cycle exists. In the case of undirected graphs,
a tree is a graph in which every pair of nodes is connected
by exactly one path. A directed spanning tree of a digraph is
a directed tree formed by graph edges that connect all of the
nodes of the graph. A graph has or contains a directed spanning
tree if there exists a directed spanning tree being a subset of
the graph. Note that the condition that a digraph has a directed
spanning tree is equivalent to the case that there exists at least
one node having a directed path to all of the other nodes. In the
case of undirected graphs, having an undirected spanning tree is
equivalent to being connected. However, in the case of directed
graphs, having a directed spanning tree is a weaker condition
than being strongly connected.

The adjacency matrix A = [ai j ] ∈ Rn×n of a digraph is
defined as ai i = 0 and ai j > 0 if ( j, i) ∈ E where i 6= j . The
adjacency matrix of an undirected graph is defined analogously
except that ai j = a j i , ∀i 6= j , since ( j, i) ∈ E implies
(i, j) ∈ E . Let matrix L = [`i j ] ∈ Rn×n be defined as
`i i =

∑
j 6=i ai j and `i j = −ai j , where i 6= j . The matrix L

satisfies the following conditions:

`i j ≤ 0, i 6= j,
n∑

j=1

`i j = 0, i = 1, . . . , n. (1)

For an undirected graph, L is called the Laplacian matrix [21],
which is symmetric positive semi-definite. However, L for a
digraph does not have this property.

Let 1 and 0 denote the n × 1 column vector of all ones and
all zeros respectively. Let In denote the n × n identity matrix.
Let Mn(R) represent the set of all n × n real matrices. Given a
matrix S = [si j ] ∈ Mn(R), the digraph of S, denoted by Γ (S),
is the digraph on n nodes vi , i ∈ {1, 2, · · · , n}, such that there
is an edge in Γ (S) from v j to vi if and only if si j 6= 0 (cf. [22]).

2.2. Consensus algorithms

Consider vehicles with single-integrator dynamics given by

ṙi = ui , i = 1, . . . , n, (2)
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Fig. 1. A formation composed of four vehicles with a known virtual center.

where ri ∈ Rm is the information state of the i th vehicle and
ui ∈ Rm is the control input to the i th vehicle. A consensus
algorithm is proposed in [2,6–8,10] as

ui = −

n∑
j=1

gi j ki j (ri − r j ), i = 1, . . . , n, (3)

where ki j is a positive weight, and gi j = 1 if information flows
from vehicle j to vehicle i and 0 otherwise. The objective of
(3) is to drive the information state of each vehicle toward the
information states of its local neighbors. For (3), consensus is
reached asymptotically among the n vehicles if ri (t) → r j (t),
∀i 6= j , as t → ∞ for all ri (0).

3. Distributed formation control architecture

In this section, we propose a distributed formation control
architecture that accommodates an arbitrary number of group
leaders and ensures accurate formation maintenance through
information coupling between local neighbors.

One solution to formation control is the virtual structure
approach [23,24]. Similar approaches include the action
reference scheme [25] and the virtual leader approach [26,27].
The basic idea is to specify a virtual leader or a virtual
coordinate frame located at the virtual center of the formation as
a reference for the whole group such that each vehicle’s desired
states can be defined relative to the virtual leader or the virtual
coordinate frame. As a result, single vehicle path planning and
trajectory generation techniques can be employed for the virtual
leader or the virtual coordinate frame while trajectory tracking
strategies can be employed for each vehicle.

Fig. 1 shows an illustrative example of the virtual structure
approach with a formation composed of four vehicles with
planar motions, where Co represents the inertial frame and CF
represents a virtual coordinate frame located at a virtual center
(xvc, yvc) with an orientation θvc relative to Co. In Fig. 1, r j =

[x j , y j ]
T and rd

j = [xd
j , yd

j ]
T represent, respectively, the j th

vehicle’s actual and desired position, and r j F = [x j F , y j F ]
T

represent the desired deviation of the j th vehicle relative to CF ,
where[

xd
j (t)

yd
j (t)

]
=

[
xvc(t)
yvc(t)

]
+

[
cos(θvc(t)) − sin(θvc(t))
sin(θvc(t)) cos(θvc(t))

]

Fig. 2. A formation composed of four vehicles with inconsistent understanding
of the virtual coordinate frame.

Fig. 3. A unified, distributed architecture for formation control.

×

[
x j F (t)
y j F (t)

]
.

If each vehicle can track its desired position accurately, then
the desired formation shape can be preserved accurately. Note
that Fig. 1 relies on the assumption that each vehicle knows
the state of the virtual coordinate frame (i.e., virtual center
position and orientation), denoted as ξvc

= [xvc, yvc, θvc
]
T,

called formation state hereafter. However, this assumption is
rather restrictive as described in Section 1.

When each vehicle has inconsistent understanding or
knowledge of ξvc due to dynamically changing situational
awareness or unreliable/limited information exchange, the
desired formation geometry cannot be maintained as shown in
Fig. 2, where CF j represents the j th vehicle’s understanding
of the virtual coordinate frame with state denoted as ξvc

j =

[xvc
j , yvc

j , θvc
j ]

T. While it may be intuitive to apply the
consensus algorithm Eq. (3) to guarantee that ξvc

i → ξvc
j ,

this approach is only applicable for problems where the
virtual center and orientation are constant (e.g., formation
stabilization).

Next we propose a unified, distributed architecture for
formation control as shown in Fig. 3. The hierarchical
architecture consists of three layers: consensus-based formation
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1 Note that the information-exchange topology on the formation state
estimation level defined by gvc

i j may be different from the information-exchange
topology on the vehicle control level defined by gi j .
Fig. 4. Multi-robot experimental platform at USU.

(a) Estimation level
topology.

(b) Vehicle
control level
topology.

Fig. 5. Information-exchange topologies with a single group leader and three
followers.

state estimator, consensus-based formation control module, and
physical vehicle. In Fig. 3,Ni (t) and Ji (t) denote, respectively,
the set of vehicles whose formation state estimates and position
tracking errors are available to vehicle i at time t . The objective
of the formation state estimator is to drive ξvc

i to ξvc
d =

[xvc
d , yvc

d , θvc
d ]

T, which represents the desired state of the virtual
coordinate frame available only to the group leaders. The local
control law ui for each vehicle is based on its formation state
estimate and the position tracking errors of its local neighbors.

On the formation state estimation level, each vehicle
estimates the state of the virtual coordinate frame via an
extended consensus algorithm as

ξ̇vc
i =

ξ̇vc
d − γ (ξvc

i − ξvc
d ) +

n∑
j=1

gvc
i j [ξ̇vc

j − γ (ξvc
i − ξvc

j )]

1 +

n∑
j=1

gvc
i j

, i ∈ L

ξ̇vc
i =

n∑
j=1

gvc
i j [ξ̇vc

j − γ (ξvc
i − ξvc

j )]

n∑
j=1

gvc
i j

, i 6∈ L, (4)

whereL denotes the set of group leaders that have knowledge of
ξvc

d , gvc
i j = 1 if vehicle j’s formation state estimate is available

to vehicle i and 0 otherwise, and γ > 0. Note that only the
group leaders have direct access to ξvc

d , which may be time
varying, and the number of the group leaders can be any number
from 1 to n. We have the following theorem for convergence
analysis of (4).
Theorem 3.1. Let Gvc
= [gvc

i j ] ∈ R(n+1)×(n+1) be the
adjacency matrix, where gvc

i j , ∀i, j ∈ {1, . . . , n}, are defined
after (4), gvc

i(n+1) = 1 if i ∈ L and 0 otherwise, and gvc
(n+1)k =

0, ∀k ∈ {1, . . . , n + 1}. Then the estimation algorithm (4)
guarantees that ξvc

i → ξvc
d , ∀i , asymptotically if and only if

the graph of Gvc has a directed spanning tree.

Proof. Let ξvc
n+1 ≡ ξvc

d , then the two equations in (4) can be
rewritten as

ξ̇vc
i =

1
n+1∑
j=1

gvc
i j

n+1∑
j=1

gvc
i j [ξ̇vc

j − γ (ξvc
i − ξvc

j )], i = 1, . . . , n.

After some manipulation, we get that

n+1∑
j=1

gvc
i j (ξ̇vc

i − ξ̇vc
j ) = −γ

n+1∑
j=1

gvc
i j (ξvc

i − ξvc
j ), i = 1, . . . , n,

which implies that

n+1∑
j=1

gvc
i j (ξvc

i − ξvc
j ) → 0, i = 1, . . . , n. (5)

By adding a dummy equation 0 = 0, i = n + 1, to (5), we
can rewrite (5) in matrix form as (Ln+1 ⊗ I3)ξ

vc
→ 0, where

ξvc
= [ξvcT

1 , . . . , ξvcT

n+1]
T, Ln+1 = [`i j ] ∈ R(n+1)×(n+1) is

defined as `i i =
∑

j 6=i gi j , `i j = −gi j , ∀i ∈ {1, . . . , n}, ∀ j ∈

{1, . . . , n+1}, and `(n+1)i = 0, ∀i . Note that all of the entries of
the (n+1)th row of Ln+1 are zero. Also note that Ln+1 satisfies
the property (1) and the graph of L is equivalent to that of Gvc,
which has a directed spanning tree. Therefore, from [28], we
know that ξvc

i → ξvc
j , ∀i, j ∈ {1, . . . , n + 1}, if and only if

the graph of Gvc has a directed spanning tree. Equivalently, it
follows that ξvc

i → ξvc
d , ∀i , since ξvc

n+1 ≡ ξvc
d . �

The proof to Theorem 3.1 is from [29]. We have included
the proof for completeness. Compared to (3), where consensus
is reached on a constant value equal to the weighted average
of the initial information states of all vehicles, the estimation
algorithm (4) reaches consensus on any time-varying, desired
formation state.

On the vehicle control level, we apply the extended
consensus algorithm as

ui = ṙd
i − αi (ri − rd

i ) −

n∑
j=1

gi j ki j [(ri − rd
i ) − (r j − rd

j )], (6)

where αi > 0, ki j > 0, gi j = 1 if information flows from
vehicle j to vehicle i and 0 otherwise,1and rd

i = [xd
i , yd

i ]
T with[

xd
i

yd
i

]
=

[
xvc

i
yvc

i

]
+

[
cos(θvc

i ) − sin(θvc
i )

sin(θvc
i ) cos(θvc

i )

] [
xi F
yi F

]
.

With (6) and (2) can be written in matrix form as ˙̃r = −[(L +

Γ ) ⊗ I2]r̃ , where L is given as `i i =
∑

j 6=i gi j ki j and `i j =
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(a) Robot trajectories. (b) Relative position errors.

(c) Virtual center position estimation errors. (d) Virtual center orientation estimation errors.

Fig. 6. Experimental result of a square formation with a single group leader and three followers where the virtual coordinate frame follows the circle trajectory.
−gi j ki j , ∀i 6= j , Γ is a diagonal matrix with αi being the
diagonal entries, and r̃ = [r̃T

1 , . . . , r̃T
n ]

T with r̃i = ri − rd
i .

Note that L satisfies the property (1). From Gershgorin disc
theorem [22], it is straightforward to see that all eigenvalues
of −(L + Γ ) have negative real parts. Therefore, under
an arbitrary time-invariant information-exchange topology, it
follows that r̃(t) → 0 exponentially, that is, ri (t) → rd

i (t),
∀i , exponentially as t → ∞. In other words, even a control
law ui = ṙd

i − αi (ri − rd
i ) is sufficient to guarantee that

ri (t) → rd
i (t), ∀i , as t → ∞. However, the coupling between

neighboring vehicles denoted by the third term in (6) improves
group robustness and reduces formation maintenance error.

Note that both (4) and (6) are distributed in the sense that
only information exchange with local neighbors is required.
The architecture denoted by Fig. 3 accommodates an arbitrary
number of group leaders and arbitrary coupling among vehicles
on both the formation state estimation level and the vehicle
control level. The distributed nature of (4) and (6) ensures
robustness of the group to failure of follower vehicles. The
introduction of multiple group leaders complexify neither the
control algorithms (4) and (6) nor their convergence analysis.
Also the introduction of multiple group leaders reduces a single
point failure existing in a team with a single group leader.
In addition, with (4) and (6) each vehicle simply exchanges
information with its local neighbors without the need to identify
the group leaders. Approaches in [1,5,18] can be considered
as special cases of the architecture denoted by Fig. 3. In
particular, the approach in [1] corresponds to the case where
only one group leader exists and each follower uses only the
information from its unique parent node on the vehicle control
level. The approach in [5] corresponds to the case where each
vehicle behaves as a group leader and coupling on the vehicle
control level occurs between one vehicle and its two adjacent
neighbors. The approach in [18] corresponds to the case that
each vehicle behaves as a group leader and coupling on the
vehicle control level can occur between any local neighbors.

4. Experimental results on a multi-robot platform

In this section, we experimentally implement and validate
the proposed distributed formation control architecture on a
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(a) Mean. (b) Standard deviation.

Fig. 7. Means and standard deviations of ten experimental runs with a single group leader and three followers where the virtual coordinate frame follows the circle
trajectory.
multi-robot platform. We conduct experiments with a single
group leader and multiple group leaders, respectively.

4.1. Experimental platform and implementation

An AmigoBot and Pioneer 3-DX based multi-robot platform
as shown in Fig. 4 has been developed at Utah State University
(USU) for exploration of cooperative control strategies. The
robots can communicate with each other through ethernet with
TCP/IP protocols. The robots rely on encoder data for their
position and orientation information.

In our experiments, we emulate limited inter-robot
information exchange by simply disallowing the use of
information obtained from certain members of the group
although every robot can share information with every other
robot. By doing so, we can test distributed cooperative
control algorithms that involve only local neighbor-to-neighbor
information exchange due to limited communication or sensing.

Let (rxi , ryi ), θi , and (vi , ωi ) denote the Cartesian position,
orientation, and linear and angular velocity of the i th robot,
respectively. The kinematic equations for the i th robot are

ṙxi = vi cos(θi ), ṙyi = vi sin(θi ), θ̇i = ωi . (7)

One challenge to implementing the consensus algorithm (6) on
our platform is that (6) requires single-integrator dynamics. To
focus on the main issue, we feedback linearize (7) for a fixed
point off the center of the wheel axis denoted as (xi , yi ), where
xi = rxi +di cos(θi ) and yi = ryi +di sin(θi ) with di = 0.15 m.
Letting[
vi
ωi

]
=

 cos(θi ) sin(θi )

−
1
di

sin(θi )
1
di

cos(θi )

 [
uxi
u yi

]
,

gives[
ẋi
ẏi

]
=

[
uxi
u yi

]
,

which is a simplified kinematic equation but is sufficient for the
purpose of this paper.

In our experiments, a team of four AmigoBots are required
to maintain a square formation with lateral length of 0.85 m. We
let x j F = ` j cos(φ j ) and y j F = ` j sin(φ j ), where ` j = 0.6 m
and φ j = π −

π
4 j rad, j = 1, . . . , 4. Two different trajectories

will be tested. In the first case, the virtual coordinate frame lo-
cated at the center of the square follows a circle of 0.9 m radius.
In the second case, the virtual coordinate frame located at the
center of the square follows a figure-8 trajectory. The virtual co-
ordinate frame is initially located at (xvc

d (0), yvc
d (0)) = (0, 0)

m with an orientation θvc
d (0) = 0 rad. Each robot applies (4) to

estimate the formation state and (6) to derive uxi and u yi .

4.2. Formation control with a single group leader

In this subsection, we consider a single group leader with
three followers. Fig. 5(a) shows the information-exchange
topology on the formation state estimation level, where a
subscript L denotes a group leader, a subscript F denotes a
follower, and a link from node j to node i denotes that gvc

i j = 1
in (4). Fig. 5(b) shows the information-exchange topology on
the vehicle control level, where a link from node j to node i
denotes that gi j = 1 in (6).

Fig. 6 shows the experimental result with a single group
leader and three followers where the virtual coordinate frame
follows the circle trajectory. In particular, Fig. 6(a) shows the
trajectories of the four robots at t ∈ [0, t f ] sec and snapshots at
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(a) Robot trajectories. (b) Relative position errors.

(c) Virtual center position estimation errors. (d) Virtual center orientation estimation errors.

Fig. 8. Experimental result of a square formation with a single group leader and three followers where the virtual coordinate frame follows the figure-8 trajectory.
(a) Estimation level
topology.

(b) Vehicle
control level
topology.

Fig. 9. Information-exchange topologies with two group leaders and two
followers.

t = 0,
t f
3 ,

2t f
3 s, where t f is the ending time of the experiment.

Fig. 6(b) shows the relative position errors, defined as the
difference between the desired and actual separation distance
between the robots. Fig. 6(c) shows the virtual center position

estimation errors, defined as
√

(xvc
d − xvc

i )2 + (yvc
d − yvc

i )2,

where (xvc
d , yvc

d ) is the desired virtual center position known by
the group leader. Fig. 6(d) shows the virtual center orientation
estimation errors, defined as θvc

d − θvc
i , where θvc

d is the desired
virtual center orientation known by the group leader. Note that
the group is able to travel in tight formation around the circle
as shown in Fig. 6(a) with relative position errors between −12
and 7 cm as shown in Fig. 6(b). Also note that the virtual center
position estimation errors are below 6 cm as shown in Fig. 6(c),
and the virtual center orientation estimation errors are between
−0.25 and 0.1 cm as shown in Fig. 6(d).

Fig. 7 shows the means and standard deviations of ten
experimental runs with a single group leader and three
followers where the virtual coordinate frame follows the circle
trajectory. We can see that the experiments are consistent with
each other.

Fig. 8 shows the experimental result with a single group
leader and three followers where the virtual coordinate
frame follows the figure-8 trajectory. We can see that good
performance is still achieved in this case.

4.3. Formation control with multiple group leaders

In this subsection, we consider two group leaders with two
followers. Fig. 9(a) and (b) show the information-exchange
topologies on the formation state estimation level and the
vehicle control level, respectively.
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(a) Robot trajectories. (b) Relative position errors.

(c) Virtual center position estimation errors. (d) Virtual center orientation estimation errors.

Fig. 10. Experimental result of a square formation with two group leaders and two followers where the virtual coordinate frame follows the circle trajectory.
Figs. 10 and 11 show, respectively, the experimental results
where the virtual coordinate frame follows, respectively, the
circle trajectory and the figure-8 trajectory. Note that good
formation maintenance performance is also achieved with
multiple group leaders involved. The introduction of multiple
group leaders increases the robustness of the whole group in
the case of failure of a certain group leader and increases the
formation maintenance performance.

5. Conclusion and future research

We have proposed a unified, distributed architecture to
formation control that accommodates an arbitrary number of
group leaders and allows for arbitrary inter-robot coupling
on both the formation state estimation level and the vehicle
control level. By using an extended consensus-based estimation
algorithm, the vehicles come into agreement on the time-
varying position and orientation of the virtual center. The
vehicles then apply a consensus-based formation control
algorithm to track their desired positions and preserve the
formation geometry with their neighbors. The introduction
of multiple group leaders and inter-robot coupling allows
for individual group leader and follower failure in the
presence of limited information exchange within the formation.
By increasing the number of group leaders within the
formation, robustness against a single point of failure is
improved. Experimental results on a multi-robot platform have
shown the effectiveness of the architecture. An experimental
demonstration of the proposed algorithms on a team of
four AmigoBots can be found at http://www.engineering.
usu.edu/ece/faculty/wren/AmigoBots.htm. Future research will
experimentally test the robustness of the architecture to
group leader switching or failure and inter-robot switching
information-exchange topologies. Research extending the
experiments to a UAV platform will also be conducted. In
addition, the issues of time delay, effects of robot dynamics,
and data loss caused by the TCP/IP protocols also need to be
addressed.
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(a) Robot trajectories. (b) Relative position errors.

(c) Virtual center position estimation errors. (d) Virtual center orientation estimation errors.

Fig. 11. Experimental result of a square formation with two group leaders and two followers where the virtual coordinate frame follows the figure-8 trajectory.
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