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This paper addresses power allocation problems for a dual-hop full-duplex multicarrier decode-forward
relay system with or without a direct link from the source to the destination. The full-duplex relay has
a residual self-interference proportional to its transmitted power. We consider two schemes of decode-
forward at the relay: carrier-wise decode-forward (CDF) and group-wise decode-forward (GDF). For the
CDF scheme, we consider problems of optimal power allocation subject to system-wise total power con-
straint, node-wise individual power constraint and system-wise rate constraint, respectively. All these
problems are shown to be equivalent to convex problems, and fast algorithms for finding the exact solu-
tions are developed. For the GDF scheme, we focus on the case of node-wise individual power constraint.
This problem is non-convex for which we develop fast algorithms for finding locally optimal solutions.
Using the algorithms developed in this paper, we are able to show that the system capacity with optimal
power allocation based on either CDF or GDF is higher than that of the half-duplex relay (HDR) system at
power levels where HDR outperforms the direct transmission via the direct link. Furthermore, the system
capacity based on GDF is consistently higher than that of HDR for all power levels while both have the
same degree of freedom. This paper also shows new insights of algorithmic development, which should

be useful for other related problems.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

It is widely known that wireless relays are useful for fast and
efficient establishment of wireless service, and extending the reach
of the Internet into areas with insufficient or no cellular wireless
coverage. Wireless relays are particularly useful for enhancement
of quality-of-service for users at the edge of a cellular network,
and for direct communications between vehicles and other types
of nodes in mobile ad hoc networks. All of these are because relays
can be used to substantially reduce the power loss of radio wave
propagation between sources and destinations. There are many ar-
ticles on the subject of wireless relays, and it remains an active
research area [1].

As the world sees an ever increasing level of big data mobile
applications, the capacity of wireless links must increase. Addi-
tional radio spectrum (such as millimeter wave bands) will likely
be made available for commercial applications by Government
Regulation Agencies. But no matter how much new radio spec-
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trum will be allocated, such a physical resource is always limited
and should be utilized as efficiently as possible. One method for
efficient utilization of radio spectrum is known as full-duplex ra-
dio which is able to transmit and receive at the same time and
same frequency. In order to realize full-duplex radio, many re-
search groups from both industry and academia have been trying
to develop the best possible ways for radio self-interference can-
cellation and/or isolation, such as [2,3] and [4-8]. Motivated by the
importance of relay, broad bandwidth and full-duplex radio, this
paper studies a full-duplex multicarrier relay network and in par-
ticular focuses on optimal power allocation to maximize the per-
formance of such a relay network.

Relay networks can be categorized by many possible combina-
tions of such features as half-duplex versus full-duplex, MIMO ver-
sus non-MIMO, multicarrier versus single-carrier, regenerative ver-
sus non-regenerative, and presence versus absence of direct-link.
The total number of possible categories just based on the above
five features is 25 = 32. Within each category, there could be many
subcategories depending on other features such as presence ver-
sus absence of residual self-interference at full-duplex radio, use
versus no-use of successive interference cancellation for receiving
at the relay and/or destination, use versus no-use of dirty paper
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Fig. 1. A dual-hop full-duplex DF (decode-forward) multicarrier relay network.

coding for transmitting at the source and/or relay, and full knowl-
edge versus partial knowledge of the channel state information of
the source-relay, source-destination and/or relay-destination links.
Further categorizations may include the numbers of sources, relays
and/or destinations. Clearly, there are numerous possible setups of
relay networks. While many of these have been addressed in the
literature, still much more are yet to be explored. In the following,
we mention a few of the prior works that are relatively relevant to
this work.

Many papers on multicarrier (i.e., OFDM based) relay networks
such as [9,10] and [11-22] assume that the relays operate in half-
duplex mode rather than full-duplex mode. And most of these
works address non-regenerative (e.g., amplify-forward) half-duplex
relays because the problems of regenerative (e.g., decode-forward)
half-duplex relays are generally easy to solve and hence of no fur-
ther intellectual challenge.

A group of recent papers such as [23,24] and [25-33] address
full-duplex relays. But none of them addresses multicarrier full-
duplex decode-forward relay with direct link even though it is
well known that a decode-forward relay generally yields a higher
capacity than an amplify-forward relay [9]. Another group of re-
cent papers [34-36] study the problems of multicarrier full-duplex
decode-forward relays. But their focuses and assumptions still sub-
stantially differ from ours in this paper. In particular, unlike [36],
we will not assume zero self-interference of full-duplex radio. It
is known that all practical full-duplex radios have some level of
residual self-interference that increases as the transmitted power
from the radio increases.

In this paper, we consider a two-hop full-duplex multicarrier
decode-forward relay system! as illustrated in Fig. 1, where the
residual self-interference of the full-duplex relay and the transmis-
sion via the direct link are treated as sources of additional (addi-
tive) noise at the relay and the destination respectively. We assume
the knowledge of channel amplitudes but not channel phases.
Channel phases are known to be much harder to obtain than chan-
nel amplitudes. We rule out any coding schemes that heavily rely
on full channel state information, which include successive inter-
ference cancellation for receiving at relay and/or destination and
dirty paper coding for transmitting at source and/or relay. We will
consider two decode-forward schemes at the relay: one is carrier-
wise decode-forward (CDF) and the other is group-wise decode-
forward (GDF). Under the CDF scheme, the relay performs decode-
forward on each subcarrier separately. Under the GDF scheme, the
relay performs decode-forward on the entire group of subcarriers
jointly. These two schemes were also introduced in [37] under dif-
ferent names. But they were not treated with optimal power allo-
cation.

The main contribution in this paper is a novel development of
fast algorithms based on the CDF and GDF schemes to compute the
optimal power allocations among all subcarriers at the source and
the relay to maximize performance of the relay network. By us-
ing these algorithms, we will show via simulation that the system

1 We use “relay system” and “relay network” interchangeably.

capacity based on either CDF or GDF is higher than that of a cor-
responding half-duplex relay (HDF) system at power levels where
the HDF system outperforms the direct transmission via the di-
rect link. We will also show that the GDF full-duplex relay system
consistently outperforms the HDF system at all power levels while
both have the same degree of freedom. The GDF scheme with opti-
mal power allocation optimally benefits from both full-duplex and
(frequency division) half-duplex. The algorithmic insights shown in
this paper should also be useful for many other related problems.
We like to note that the direct link and the self-interference cause
a coupling of the optimal power allocation at the source and the
optimal power allocation at the relay. It is this coupling that makes
the problem much more difficult than otherwise.

The rest of this paper is organized as follows. The system ar-
chitecture and signal model of the investigated relay system are
detailed in Section 2. In this section, we also introduce the capac-
ity expressions of various transmission schemes including the di-
rect transmission via the direct link, the half-duplex relay scheme,
the CDF full-duplex relay scheme, and the GDF full-duplex relay
scheme. In Section 3, we develop fast algorithms for optimal power
allocation based on the CDF full-duplex scheme. We will con-
sider different problem formulations based on (system-wise) total
power constraint, (node-wise) individual power constraint and also
(system-wise) rate constraint. We will also study the asymptotical
performance of the CDF full-duplex relay system. In Section 3.5,
we develop a fast algorithm for optimal power allocation based on
the GDF full-duplex scheme. The simulation results are discussed
in Section 5. We conclude this paper in Section 6.

2. System model

The relay network is illustrated in Fig. 1 where each link has N
subcarriers. Because the relay is operating in the full-duplex mode,
both the source node and the relay node will transmit through the
same frequency band simultaneously. In other words, each of the
N subcarriers will be occupied at the same time by the source for
transmission, by the relay for reception and transmission, and by
the destination for reception.

The relay system has four channels:? the source to relay chan-
nel hgg, the relay to destination channel hgp, the direct link chan-
nel hgp and the residual self-interference® channel hgz. We also
use hgg, hgp, hgp and hgp to denote the vectors of channel gains.
In principle, each of these vectors is a N x 1 complex vector (i.e.,
in CN*1) since each channel has N parallel subcarriers.

Let Xg(k) and xg(k) denote the symbol vectors in CN*! transmit-
ted by the source and the relay respectively at time k. Each of xs(k)
and xg(k) is assumed to have N i.i.d. symbols, which are also statis-
tically stationary in time. Then the vectors of the signals received
by the relay and the destination can be expressed as follows:*

Vr(k) = hgg o Xs(k) + hgg o Xg(k) + ng(k), (1)
Vo(k) = hgp o Xg(k) + hsp o Xs(k) +np (k). (2)

Here, the noise vectors ng(k) and np(k) are independent of each
other and each assumed to be CA(0,I) (i.e., normalized circular

complex Gaussian random vectors). The symbol ‘o’ indicates the
Hadamard product (i.e., element-wise product).

2 “channels” and “links” are interchangeable.

3 The residual self-interference channel is the net channel of self-interference
after the use of self-interference suppression and cancellation at radio frequency
frontend and/or baseband. For convenience, we will also refer to “residual self-
interference channel” as “self-interference channel”.

4 We also assume that both the distortion generated by the limited dynamic
range in the transmitter/receiver and the inter-carrier interference leaked from ad-
jacent subcarriers are weak and can be omitted in comparison with the residual
self-interference and the direct link interference.
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We will use x, and y, to denote the powers of the nth elements
of xs(k) and xg(k) at any k, respectively. Also use Ay = |hsgal?,
By = |hRRn|2s G = |hRDn|2 and D, = |hSDn|2- Note that hSRn is the
nth element of hg, for example. For optimal power allocation, we
will only need these (squared) amplitudes but no phases of the
channels.

The (end-to-end) capacity of the relay system depends on fur-
ther assumptions of transmission and coding schemes. If the power
allowed from the source® is so high that even a weak direct link
can be used for direct transmission from the source to the desti-
nation, then the relay can be simply ignored (i.e., with y, = 0, Vn).
In this case, the capacity in bits/s/Hz of the system is simply

1 N
Ropirect = N Z log; (1 + Dnxn) (3)

n=1

The optimal power allocation to maximize Rp;.. follows the clas-
sic waterfilling algorithm.®

If the source power is not high enough for the direct link to de-
liver a sufficient data rate, a conventional scheme is known as half-
duplex relay scheme where in the first time slot the source trans-
mits to the relay and in the second time slot the relay transmits
to the destination. In this case, the capacity of the system (with
decode-forward relay) is

1 .
Retalf-duplex = 5 min(Rsg, Rrp) (4)

with Rsg = f Y01 logy(1+Anxs) and  Rgp = § Y01 logy (1 +
Cnyn). The optimal power allocation to maximize Rpygis_guplex iS
also straightforward by following the waterfilling algorithm.

To improve the spectral efficiency beyond half-duplex, we con-
sider full-duplex relay schemes in this paper. We further assume
that there is no cooperative coding between the source and the re-
lay so that the signal from the source via the direct link is treated
as an additional noise at the destination.” Similarly, the signal from
the relay via the self-interference channel is also treated as an ad-
ditional noise at the receiver of the relay.®

Consequently, the SINRs (signal to interference and noise ratio)
of the received signals on the nth subcarrier at the relay and the
destination are respectively:

AnXn
_ At 5
YRn 1 +Bn,Vn ( )
G
Ypn = T+Dx, (6)

At the decode-forward multicarrier relay, the information re-
ceived on N subcarriers from the source can be re-distributed onto
N subcarriers for transmission to the destination in many possible
ways. But we will consider two such schemes: carrier-wise decode-
forward (CDF) and group-wise decode-forward (GDF). For the CDF
scheme, the information received by the relay on each subcarrier
is forwarded on the same subcarrier. For the GDF scheme, the in-
formation received by the relay on all subcarriers is re-distributed
onto all subcarriers optimally for transmission to the destination.
The choice of such a scheme depends on application. If the des-
tination node represents a collection of N distributed small nodes

5 In practice, the power from a source node is not only limited by the power ca-
pacity of the source node but also by constraints on its interference to other neigh-
boring networks.

6 Subject to ZL] Xn < Ps, Rgp is maximized if x, = max(: — Dl 0) with A satis-
fying Y0, max(A — 4-.0) = .

7 Such an assumption is also used in [27,29].

8 Without the channel phase information of hg at the relay, further self-
interference cancellation at the relay is not possible. Channel phases change much
more rapidly than channel amplitudes and hence much harder to obtain.

and each small node is assigned with one subcarrier (which is a
scenario also discussed in [10]), then the carrier-wise scheme is
naturally suitable. If the destination node is a single physical node
and the relay node is also a single physical node, then the GDF
scheme is a natural choice.

With CDF full-duplex relay, the capacity of the relay system (in
bits/s/Hz) over M time windows is

M 1
RFull-duplex = M11N Z min{log, (1 + Yrn), 108, (1 + ¥pn)}
n=1

(7
M

=<

1J .
N > "log, (1 + min{yga, Yon})-
n=1

For convenience, we will also refer to Rpyj_dyplex a5 R-
With RDF full-duplex relay, the capacity of the relay system (in
bits/s/Hz) over M time windows? is

M1 Y
CFuH—duplex = WN min Z]ng(l + Vrn), ZlOgZ(l + Yon)
n=1

n=1

(8)

For convenience, we will also refer to Cry_gypiex s C.

The expressions of both R and C are consistent with the previ-
ously stated assumption that xg(k) and xg(k) are stationary random
processes.'? Furthermore, the expression of C requires cooperative
information re-distribution among the subcarriers at the relay so
that the sum of the information received by the relay in time win-
dow m equals the sum of the information transmitted by the re-
lay in time window m + 1. Note that even though the relay is full-
duplex, the information received by the decode-forward relay dur-
ing one time window cannot be transmitted by the relay in the
same time window. The time window indexed by each m < {1, ---,
M} needs to be large enough for the capacity C or R to be achiev-
able.!" We will also consider a large M so that MLH ~ 1.

Obviously, R is no larger than C. But this property does not nec-
essarily suggest that C is more useful than R, which was explained
previously. In terms of degree of freedom, it is easy to verify that
under some weak or typical conditions, Tli%‘;eg -1, R”‘;g;;‘f’e" -
3. and c“‘l'(’)éi;”l;m — 1 as P=YN xn — co andfor P= YN yp —
oo. But as shown later, we typically have %ﬁ;’f""* — 0. While

these degrees of freedom indicate useful trends as the power in-
creases, fast algorithms for optimal power allocation under power
constraints are also important in both theory and practice.

Optimal power allocation based on either R or C is a challenge
not addressed elsewhere (to our best knowledge) but addressed in
depth in this paper. In the next section, we will consider R for
optimal power allocation. In Section 4, we will consider optimal
power allocation based on C. In all cases, we assume that the chan-
nel amplitudes (not phases) of the relay system are available to a
central scheduler that computes the optimal power allocations to
be implemented at the source and the relay.

9 During each time window, the source transmits a packet to the relay at the
same time as the relay transmits a packet to the destination over the same N sub-
carriers. The packet transmitted by the relay in time window m contains the same
information as the packet transmitted by the source in time window m — 1.

10 The index k may denote a time both within each time window and across dif-
ferent time windows. A time window also corresponds to the transmission of a data
packet.

' Approximately achievable in practice.
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3. Power allocation for CDF full-duplex relay

In this section, we first consider the following problem:

max R
Xy (9)
s.t. Power constraints.
where X = [x;,---,xy]T (power allocation at the source) and y =
[v1,---,yn]" (power allocation at the relay). The computation of

this problem requires a central processor which needs all the chan-
nel amplitude information of the relay system. We will investigate
two types of power constraints: total (sum) power constraint of
the source and the relay, and individual power constraint at each
of the source and the relay.

Subject to either of the above two types of power constraints,
the following holds:

Lemma 1. Let (x};.y;) denotes the optimal power allocation for the
nth subcarrier. Then,

Yen (X3, Yn) = Von (X3, ¥3)- (10)
Proof. See Appendix A. The same property was also shown in
[27] and [34]. O

3.1. Total power constraint

If we just set an upper bound Pry, on the sum power of
the source and the relay, we have the following total power con-
strained problem:

1¢ -
max > "log, (1 + min{yga, ¥on})

xy n=1
N (11)
s.t. Z(Xn +¥n) < Protars
n=1

Xp>0,y,>0,VneN,

where N = {1,2,...,N}.

Let pn = Xn + yn. Then, by Lemma 1, we know that for any given
Pn, We can obtain x, and y, by solving:
YRn = YDn,
Xn +Yn = DPn,» (12)
Xn=0,y, =2 0.
When A;Dp — B;Cy # 0, the solution of the above conditions is
—(An + Gy + 2ByGipn) + Az

xpn=nh =
n n(Pn) 2(ArDn — B.Cy) 13)
Yo = L (pn) = (An + Gy + 2AnDnpn) — Az
nemEn 2(AnDy — BnGy)
where
Az, = \/(An + Cn)? + 4AnCapn(By + Dy + BuDnpy). (14)
When A;D;,, — B,C;, = 0, the solution is
_ . Gapn + Bncnp%
X = fn (Pn) = An + Gy + 2ByCapn
5 - (15)
y -1 (P ); Anpn +Bncnpn
T Ay + Gy + 2BaGapn
In terms of p = [p1,---, pn], the problem (11) reduces to
min I
N
S.t. Z pn = PTotal’ (16)
n=1

pn>0,VneN.

where Jp = — % YN logy (1 + %). The equality YN_; py =
Proeq is chosen because Jp is a decreasing function of pp, Vn. See
the last paragraph in Appendix B.

The Karush-Kuhn-Tucker (KKT) conditions of the above prob-

lem are

— My (pn) —An+v =0,

AnDpn=0,pp >0,A, >0,VneN,
(17)

N
an — Protar =0
n=1

where

14+Bnln (pn) (18)

" 1+ Buly(pn) + Anhn(pn)

a log, e Anh; (pn) —
Ma(pa) = — 2 = 25280

As shown in Appendix B, Mp(pn) is a decreasing function of p,
(which suggests that Jp is convex), utilizing this monotonic prop-
erty, the KKT conditions in (17) can be solved by Algorithm 1. For

Algorithm 1 Two-layer bisection algorithm to solve (17).
Input:
An,Bn, Gy, Dp,Vn e N;
Total power constraint Pryq;
Accuracy threshold ¢.
Output:
Initialized upper bound v+ = 1%&2¢ max{ 2% ¥n};
Initialized lower bound v~ = max{M; (Pryq1), - - - MN (Progar) };
Temporary variable & = 0;

pr=p2=,...=pn=0.
1: while (|Pryq — | > €) do
2t U= v 4ut.

2 ’

3:  for n=1:N d
4 if v > loize Aﬁ'fgn then
5: pn =0;
6: else
7: Solve M, (pn) = v;
8: end if
9: end for
10 0= Y0 Pn
11:  if u > Py then
12: v =v;
13: else
14: vt =v;
15:  end if

16: end while
17: return pq, P, ..., Pn-

the solved pp, Vn, the x, and y,, Vn can be obtained by substi-
tuting p,, Vn into (13). The idea behind this algorithm is also il-
lustrated in Fig. 2. In this algorithm, there are two layers of bi-
section searches. The outer layer searches for the solution of wv.
And for each given value of v, there is an inner layer of N par-
allel bisection searches for p,, Vn (i.e. solving M,(pn) = v, Vn).
The reason of setting the upper bound v+ = '82¢ max{ A% vn}

An+GCn°
: logy e AnG
is Mp(0) = = At
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Fig. 2. Illustration of the idea behind Algorithm 1.

3.2. Individual power constraint

Assuming the total power Pg at the source and the total power
Pg at the relay, the individual power constrained problem is:

1Y :
max N Z log, (1 + min{ygn, Ypn})

X.y
n=1

N N
st Y x<h Y yn<h
n=1 n=1

Xn>0,y, >0,VneN.

Applying Lemma 1, we can use Yk, = ¥pn, and this property im-
plies that the optimal x;, and the optimal y, are one to one related
to each other as shown next .

For any given x,, solving yg, = ypn yields

_Cn + A1,n

_— 20
2B,Cy (20)

Yn=fa(xn) =

where A, = \/C,% + 4AnBnCuxn 4 4AnBnCaDpx2.  Additionally, we
have that

An + 2ApDnxy

/ —
faxn) = Arn (21)
2A,.GCy, (DG, — AyB
,;,(Xn) — n n( 23)’1 n n). (22)
1,n
We will write
. AnXn _ G fn (Xn) .
Vrax(Xn) = T+ Bufy (Xn) = 1+Dx, Vonx (Xn). (23)
Similarly, for any given yn, solving yg, = ypn yields
_An + A2 n
X, = =" < 24
n=8n(Wn) 2D.A, (24)

where A, = /A% + 4AnCaDyYn + 4AnBrCaDny2. We also have that

Gi + 2GiBnyn

gjn(yn) = Azyn (25)
2A0.GC, (AnB,, — C,D
gjn/(yn) — n n( 23)’1 n Tl). (26)
2.n
And we can write
A G
an’y@n) = n&n (Yn) _ nYn = )/Dn.y(yn)‘ 27)

1+Bpyn 1+ Dagn(¥n)

We have shown that the optimal x, and the optimal y, are one
to one related to each other. Now let

@, = {n|C,D, — AyBy > 0,1 € N}, (28)
and
&, = {n|CuDy — AuBn < 0,1 € N}, (29)
which are two complementary subsets of N. Also define
1 An Xn
J=—= lo 1+ —1———, 30
! NnZI:> &2 ( 1+Bn1fn1 (Xn1)> (30)
1€P1
and
1 Cn,¥n
J=—— log (1—&—2 2 ) (31)
N ngz 2 1+ Dn,&n, W)
It can be verified that
ENg
>0,Vn; € &4, 32
axz ~ re (32)
and
2
9 ‘272 >0,Vny € @, (33)
ayi,

which means that function 7; and 7, are convex functions. See
the detailed proof in Appendix C.

With the above preparation, the problem (19) can be trans-
formed into:

min T+

Xo, Yo,
St D> X+ ) En,On) <R,
nied,q nyed, (34)
Z foy (%n,) + Z Y, < B
nyedq nyed,
Xn, = O, Vn1 € (Dl»ynz > O,Vnz € q)z.

The above problem is a convex problem, i.e., the objective func-
tion and the constraints are convex with respect to X¢, = {xn, =

0,Vn; € @1} and yg, = {yn, = 0,Vn, € ®,}. The Lagrangian func-
tion of this problem is:

L(Xp,. Yo,. 4 U, oy, fy) = T1 + Ta — i Xe, — 3Yo,

+ )\.( Z Xn, + Z gnz(ynz)_Ps>

ned nyed,

+ U( Z oy (Rn)) + Z Yn, PR>~

ned, nye®;
(35)
Then, the KKT conditions of the problem (34) are:
3(';751 = —Fy, (Xn,) — 1, + A+ Uf;é, (%n,) =0,

e = G, Wn,) = M, + 285, On,) +U =0,
A =0, Zn1e¢] Xn, + ane<1>2 8n, Vn,) < B,
)\’(anedh Xn, + aned)z &n, (ynz) - PS) = Ov (36)

U =03 o, oy (X)) + Xn,c0, Yn, < PR
U(anecbl S Xny) + ane% Yn, — PR) =0,

Min, =0,X%0, >0, by p,Xn, =0, Vn; € &4,
M2n, =0,¥n, =0, o n,Vn, =0,Vny € &y,

where

AnBuXn £} (Xn)
1 A, — SnbnfnlnAn)
Fi(Xn) = — 07 _ 95:¢ n 1+Bn fo (xn) (37)

%, N 1+Bufa(xn) +Anxn’
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Gy v0)
1+Dngn (Yn) (38)

1+ Dngn(¥n) +Coyn’

In Appendix C, we prove that the function F,(x,) is decreas-
ing with respect to x, € [0, +oo}, and Gp(x,) is decreasing with
respect to yn € [0, +oo}. While, function f}(x,) is increasing with
respect to x, € [0, +oo}, and gy, (xn) is increasing with respect to
¥n € [0, +00}. So, when A is fixed, v is a decreasing function with
regard to x; and y,. When v is fixed, A is a decreasing function
with regard to x, and y,. So, we can utilize a two-dimension bisec-
tion search to search for the optimal A and v to solve the KKT con-
ditions in (36). The proposed two-dimensional bisection search is
summarized as Algorithm 2 along with Algorithms (2.a) and (2.b).

) log,e G
Galyn) =~ = 228 o
n

Algorithm 2 Two-dimensional bisection search to solve (36).
Input:
An, Bn, Gy, D,V e N;
Source power constraint P, relay power constraint Fk;
Accuracy threshold e.
Output:
1: ®; = {n|C,D, — AyB; > 0,n € N},®, = {n|G,D, — AnB, <
0,neN};

2: Set v =0, bisection search of A, X and y to meet
angq)l Xn, + ane% &, Un,) =B, the detailed proce-
dures are presented in Sub-Algorithm (2.a).

- if YV y, < Pk then
return X, Yy,

end if

: Set A =0, bisection search of v, x and y to meet
Yonew, Sy ny) + 30 co, ¥n, = Pr, the detailed proce-
dures are presented in Sub-Algorithm (2.b).

7. if Y} x, < Ps then

s: return X, Yy,

9: end if

10: while (1) do

n:  Bisection search of A, x and y to meet -, .o Xn, +
> onyed, 8ny (¥n,) = Ps for given v, the detailed proce-
dures are same as Sub-Algorithm (2.a);

12: Bisection search of v, X and y to meet
Donjed, Sy Xay) + Xonyea, Yy = P for given A, the
detailed procedures are same as Sub-Algorithm (2.b);

13: if [P — qux,.,| < € then

14: break;

15:  end if

16: end while

7. return X,y;

—_

3.3. Power allocation without direct link

We have discussed the optimal power allocation algorithms for
the scenario where there can be a direct link from the source
to the destination. In this subsection, we consider the special
case where the source to destination channel is hgp =0, i.e., Dy =
|hSDn|2 =0,VneN.

With the total power constraint, the optimal power allocation
algorithm given by Algorithm 1 is not affected.

With the individual power constraint, the optimal power al-
location algorithm is also given by Algorithm 2 along with
Algorithms (2.a) and (2.b) but with much simplification. To show
this, we start with the following (without the direct link):

G B.Cny?
angn@n)=w’ (39)
n

Algorithm (2.a) Bisection search of A, x and y to meet
Yonyed, Xny + Lnyed, &y WUny) = K.

1: Apax = zeros(N, 1), Ay = zeros(N, 1);

2: for n; € ®; do

3: )\'MAXﬂ] = Fnl (O) — Uf,;1 (O), )"MIN,nl = Fnl (Ps) — Uf,fl1 (Pg):
4: end for

5. for np € cbz do

o Do, = e Py = R

7. end for

8: Amax = MaX(Amax), Amin = Max(Amn);
o: while (|Ps — Y0 | x,| > €) do
10: A = tmactimn

11: for n; € ®; do

12: if A > )"MAX,TH then

13: X, =0,

14: else

15: Obtain x,, by solving —F,(xn,) + A + v f} (Xn,) = 0;
16 end if

172 Yn, = fa, Xny);
18: end for
19: for n, e &, do

20: if A > )\MAX.nz then

21 Yn, =0;

22: else

23: Obtain yn, by solving —Gu, (¥n,) + A8, (Vn,) +U =
0;

24: end if

250 Xy, =&, Vny);
26: end for
27, if Y0, x, > Ps then

28: Amin = A}
20: else

30: Amax = A}
31:  end if

32: end while
33: return A, X, y;

Gy + 2BnG
2, = "Ainnyn (40)
n
Then, the problem (19) reduces to
1N
mym N ;10& (1+Guyn)
N N (41)
s.t. Zgn(yn) EPS’Z.VH <P
n=1 n=1
yn>0,Vne{1,2,...,N}.
The Lagrangian function of this problem is
1N
L. v, ) = =55 D logy (1+Gayn) — Ty
n=1
N N
A D @) =P |+ Dy —R).  (42)
n=1 n=1
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Algorithm (2.b) Bisection search of v, x and y to meet
2onyed, Jny Gny) + 2 nyed, Yy = Pr.

1: Uyax = zeros(N, 1), vyy = zeros(N, 1);

2: for ny ¢ ®; do

_ _ Fay (n) (PR) A,
3 Umaxm = Ty UMING = T G Ry
4: end for

5. for n, € ®, do

6 Umaxn, = Gn,(0) — Agy, (0), UmiN.n, = G, (Pr) —
A&y, (Pr);
7. end for

8: Umax = maX(UMAX) Umin = Max(vuy);
9: while (|P; — Zn 1Yn| > €) do

Umax+Um1n

10 U=
1n: forn; e d; do

12: if v > Umaxn, then

13: Xn, =0;

14: else

15; Obtain X, by solving —F,(Xn,) + A + U f; (Xn,) =0
16: end if

17: Yn, = fn1 (Xn, )5

18: end for
19: for n, e ®, do

20: if v > Upax.q, then

21: Yn, =0;

22: else

23: Obtain yn, by solving —Gy, (¥n,) + A&y, (V) +U =
0;

24: end if

25: Xn, = &n, Vny);

26: end for
27 if Y\, yn > P then

28: Umin = U,
20: else

30 Umax = U;
31:  end if

32: end while
33: return v, X, V;

Then, the KKT conditions of the problem (41) are:

ﬁ__logze (%
oyn N 14+Cyyn

N N
A >0, Zgn(yn) <D, X(Zgn(yn) - PS) =0
n=1 n=1

— Un+Agn)+v=0

(43)
N N
v=0,Y yn <P vl Y yn—PB| =0,
n=1 n=1
Un>0,y,>0, unyn=0,Vne {1,2,...,N}.
Clearly, the above KKT conditions can be solved by

Algorithm 2 along with Algorithms (2.a) and (2.b) and by set-
ting ®; =0 and ®, = N. Also, for given A and v, the equation
_1°§V2"chyn +Ag,(yn) +v =0, Vn, is equivalent to a quadratic
polynomial equation and has a closed form solution, which is not

the case if there is a direct link where D, # 0.

3.4. Asymptotic performance

Proposition 1. If B, > 0 and D, > 0, Vn, then as the optimal
power in each subcarrier becomes large, the end-to-end capacity R

approaches its upper bound R, where

R=5 Zlogz (1+ A“E") (44)

Proof. Given B, > 0 and D, > 0, Vn, then as x, and yy, Vn, become
large , yg, and yp, reduce to

Anxn
_ , 45
VRn Bnyn ( )
Cn.Vn
Ybn = ann (46)

Furthermore, by Lemma 1, the optimal power allocations x}; and y;;
must be such that yg, = yp,, which leads to

Xn | Bula
iV ADy

(47)

Therefore, one can verify that R — R®. Since R is an increasing
function of x; and y;, R is the upper bound of R. O

It is easy to show that if there is a non-empty subset Sy such
that BpD, = 0 and Ap,C, # 0 for n € Sy, i.e., there is one or more
subcarrier where either the direct link or the self-interference is
absent while other links are present, then max R — oo as Ps — oo
and P — oo. For example, if A, # 0, B, # 0, C; # 0 but D, =0,
then we can have y, — oo and ;‘,—g — oo such that yg, = 1:‘;';3’;';/"
¥pp = Cnyn — 00 as Ps — oo and P — oo.

3.5. Power allocation under rate constraint

In the previous subsections, we have investigated the optimal
power allocation under either total power constraint or individual
power constraint. In this subsection, we consider how to minimize
the total transmitting power under a target end-to-end data rate.
This problem can be formulated as

N
H)}iyn Z(Xn +Yn)

1d , (48)
st 2_1og(1+min{y, yon}) = R*,

n=1

Xn>0,y,>0,VneN,

where R* is the target data rate (which should satisfy R* < R if
BnDp # 0).

Applying Lemma 1 and the fact that the system capacity is an
increasing function of the total power (see Appendix B), the above
optimization problem is equivalent to:

N
min an
Anha(pn) \ . (49)
s.t. Zlogz (1 + T B0 Bl (o) =R
Pn = 07 Vn eN,

where pn =Xp +Yyn, hn(pn) and l,(pn) are presented in (13) and
(15). Here, we have transformed an inequality constraint in the
previous form into an equality constraint in the current form, and
reduced the number of variables.
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The KKT conditions of the above problem are:

1-An+vUMp(pn) =0,VneN
Anpnzo Vne{l,2,...,N}

Anhy (pn) . (50)
X:log2 (1 tTTBL (pn)> —-R*=0

pnzO,knzO,Vne{l,Z,..l,N}

where My(pn) is shown in (18). Since My(py) is decreasing with py,
a two-layer bisection search algorithm can be formulated (using an
idea similar to that of Algorithm 1) to solve (50). The details of the
algorithm are omitted.

4. Power allocation for GDF full-duplex relay

In the previous sections, we have presented power allocation
algorithms based on the carrier-wise decode-forward scheme. We
have seen that the system capacity R is generally saturated as the
power at the source and the relay becomes large. In other words,
the degree of freedom of R is generally zero, i.e. —0asP=
PS = PR — OQ.

In this section, we will investigate the power allocation algo-
rithm for the group-wise decode-forward scheme. For this scheme,
it is easy to show that the system capacity C as in (8) is no longer
upper bounded as the power increases but rather has a degree
of freedom equal to 0.5 if N is even. This degree of freedom is
achieved when one half of the subcarriers are used by the source
for transmission and the other half of the subcarriers are used by
the relay for transmission. In this case, there is no self-interference
at the relay nor interference via the direct link at the destination,
and log 5 — 0.5 as P = Ps = Py — oo. This particular scenario is also
equivalent to a half-duplex relay network. Therefore, the system
capacity C inherently benefits from both the full-duplex mode and
the half-duplex mode. In the following, we will develop fast al-
gorithms for optimal power allocations to maximize C subject to
power constraints.

Since the source and the relay typically have separated power
sources, the individual power constraint is often more meaning-
ful than the total power constraint. Hence, in this section, we will
only consider the individual power constraint. The power alloca-
tion problem now is:

18 AnX
i — | 14+ ),
max  min N; og2< +l+Bnyn)

18 Ciyn
— _-nJn 51
N;logz <1+1+ann> (51)

R
* log, P

N N
s.t. anSPSsZYnSPvanZO,ynZO,VneN

n=1 n=1

Lemma 2. Let (x*
holds that

, Y¥) denote the solution to the problem (51), it

1 N Anx; 1 N Cny;
53 log, (1 n HBM) =5 glogz (1 + m). (52)

Proof. The proof is similar to that of Lemma 1, and is omitted
here. O

Then, the problem (51) can be transformed into:
. AnXn

min lo 1

ni Z gz< +1+Bnyn>

1 N AnXn Giyn
s.t. ,;logz (1 + 1+Bnyn) N Zlogz ( 1 +ann)

N
Zjn<&§jw<&xn>on>OVneN

n=1 n=1

=Z|

(53)

The new optimization problem (53) has the same solution as
the original problem (51). And the non-differentiable objective
function in (51) has been transformed into a differentiable one
n (53). However, the problem (53) is still a non-convex problem.
Here, we propose a two-phase iteration algorithm to find a locally
optimal solution. This algorithm iterates between a source phase
and a relay phase. In the source phase, we compute the optimal
source power allocation with a given relay power allocation; and
in the relay phase, we compute the optimal relay power allocation
for a given source power allocation. The two-phase iteration algo-
rithm is a special case of block coordinate descent type methods, and
is guaranteed to be locally convergent [38].

4.1. The source-phase computation

With a given relay power allocation, the problem (53) reduces
to:

) AnXn
min Zlogz <1+1+Byn>
AnXn Giyn
sit. Zlogz (1 t11B yn) Z‘°g2( 1+ann)

N
an <P, xp>0,VneN.
n=1

(54)

This problem is still non-convex. We will now use a sequen-
tial convex programming (SCP) method [39] to relax this non-convex
problem into a convex problem by sequential linearization.

Let

AnXn Cayn
H(x) = Zlogz (1 +1+Bnyn> NZ ogz( 1+ann)
(55)

By the first order Taylor’s series expansion around x = x®, H(x)
can be approximated as:

Hr(x,x®) = Hx®) + (VHE® )T (x — x¥)

N
= H&®) + 37 on (0 — 13%),

n=1

where

b = log, e An Dy Dy
"7 N \14Ax® 4 Byn 1+ Dux® Cnyn 1+ D™ )
(57)
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We compute the updated estimate x*+1) by the following:

. 1Y AnX
Xk — argmin {_N > log, (1 + 14_"3::%1)>

n=1
N (58)
s.t. Hr(x,x%®) =0, an <Pk,
n=1

xn >0,VneN.

The Lagrangian function of this problem is:

1Y AnX
Lo v, ) =~ 3 log, (l ¥ l+By>

N
+ AHr(x, x®) + v (an - P5> —n'x (59)

n=1
The KKT conditions of (58) are:

ﬂ _ _log2 e An
0xn N 1+ Anxn + Bayn
Hrx,x®) =0

N N (60)
V=0 % -P<0v|Y x—R]=0.

n=1 n=1

+)\-¢n+U—[/l/n:O,

Xn >0, >0, nXy, =0,Vn e N.

From the first equation of (60), if A is fixed, v is a decreasing func-
tion of x,, and if v is fixed, A is also a decreasing function of xj.
Hence, the conditions of (60) can be solved by a two-dimensional
bisection search, which is summarized as Algorithm 3.

Algorithm 3 Two-dimensional bisection search to find the solu-
tion to (60).
Input:
An, Bi, Co, Dy, yn, Y € N;
Source power constraint F;
Accuracy threshold e.
Output:
1: Set v =0, bisection search of A and X to meet
Hr(x,x©) =0
2: if Y\ x, < Ps then

3. return X;

4: else

5. while (1) do

6 Bisection search of A and x to meet Hr(x,x®) =10
for given v;

7: Bisection search of v and x to meet Z’{’ xp = P for
given A;

8: if |Hr (x,x®| < ¢ then

o: break;

10: end if

11: end while
12: return X.
13: end if

4.2. The relay-phase computation

With a given source power allocation, the problem (53) reduces

to
. Giyn
min ——Zlogz <1+1+Dan>
AnX 1Y Gy
st. —=Ylog, (1 nen 1 (1 AL )
Z g2< +1+Bnyn) Ng &\ T T D,
N
> Yn<Pyn>0VneN.
n=1

(61)

This problem is similar to that of (54) and can be solved by a
similar algorithm as Algorithm 3. We will omit the details.

4.3. Initialization

The two-phase iteration algorithm is locally convergent. The re-
sult of the algorithm may depend on the initialization of x,, yn,
Vn. There are many possible ways to do the initialization. We have
tried two as follows:

Method 1: x,Vn is such that R5R=%Zl,¥=1 log, (1 + Anxn) is
maximized subject to Z’,L] Xn < P. And y,Vn is such that Rgp =
%Z’,;’Zl log, (1 + Cyyn) is maximized subject to Z’,L Yn < Pg. This
method effectively ignores all the interferences at the relay and the
destination.

Method 2: x,Vn is such that Rg¢z is maximized subject to
SN xn<Ps and X, =0,Yn ¢ Ny. And y,Vn is such that Rgp
is maximized subject to Z;":lyn <P and y, =0,Vn ¢ Ny. Here,
Nx(UNy =N, and Ny is half (or approximate half if N is odd) of
the set N. In the simulation, we will choose N to be even and
Ne={1.---. 5}

By simulation, we have found that the optimal results starting
from the two methods of initialization are somewhat different. In
the higher power region, e.g., the per subcarrier power is AP >
40 dB, method 2 is better. But in the lower power region, e.g.,
AP < 40 dB, method 1 is better. Our explanation is that at higher
power the frequency-division half-duplex is closer to the globally
optimal solution, but at lower power the impact of interferences
at the relay and the destination is relatively small. We have used
method 1 for all simulation examples except Fig. 13. In this figure,
we used both methods of initialization and then chose the better
result.

5. Simulation and discussion

All algorithms developed in this paper have been tested in
Matlab successfully. For the case of carrier-wise decode-forward,
all the problems formulated have been reduced equivalently to
their convex versions, and hence the globally optimal solutions are
achieved by our algorithms. For the case of group-wise decode-
forward, locally optimal solutions are obtained by our algorithms.
Since our algorithms are designed with a full exploitation of the
problem structures, they are much faster than using a general pur-
pose convex optimization package and more suitable for real-time
applications where channel gains/attenuations may change rapidly.

For the simulation examples to be shown, we choose the chan-
nel parameters based on hgg ~ CN(0,041), hgg ~ CN (0, 0Z]).
hRD ~ CN (O, O'RZDI), and hSD ~ CN (O, O'SZDI). We let PTotal = NAP
where AP denotes the per-subcarrier power. We set N = 8, oszR =
o2, =0dB, 0% =-10 dB and 62 = —20 dB for all examples un-
less stated otherwise.
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5| —¥—0A (A =0.5)
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(b) Without direct link from source to destination

Fig. 3. Optimal capacity R vs. per-subcarrier power AP under individual power
constraint. Averaged over 100 channel realizations. OA denotes optimal allocation,
and UA uniform allocation.

5.1. Carrier-wise decode-forward

Shown in Fig. 3 are the results under individual power con-
straint with three different values of A such that Ps = APy, and
Pr = (1 = A)Pryq- We see that for each value of A, the optimal allo-
cation of powers by the optimization algorithm yields much higher
capacity than uniform allocation of powers. With the direct link,
Fig. 3(a) shows that as the power increases the system capacities
based on optimal allocations all converge to their common upper
bound R while the system capacities based on uniform allocation
saturate at values much smaller than R. Without the direct link,
Fig. 3(b) shows that the system capacities based on optimal allo-
cation do not saturate while those based on uniform allocation still
saturate.

Shown in Fig. 4 are the results under total power constraint.
Both the cases with and without the direct link are shown in this

—— Optimal allocation without direct link
—H&— Uniform allocation without direct link
Upper bound with direct link

—4— Optimal allocation with direct link
6 | —©&— Uniform allocation with direct link

9]

R (bits/s/Hz)

0 5 10 15 20 25 30 35 40
AP (dB)

Fig. 4. Optimal capacity R vs. per-subcarrier power AP under total power con-
straint. Averaged over 100 channel realizations.

20
151
2 10f
=
RSt
0 -
—@— Rate constraint
5 ) —+&— Total power constraint
0 0.5 1 1.5

R (bits/s/Hz)

Fig. 5. Optimal total power (in dB) vs. optimal capacity under either total power
constraint or capacity (rate) constraint. One channel realization.

figure. Like Fig. 3, Fig. 4 also suggests that the capacity gap be-
tween optimal allocation and uniform allocation is significant.

Shown in Fig. 5 are two identical curves of optimal total power
versus optimal capacity achieved either by maximizing the capacity
subject to a total power constraint NAP or by minimizing the to-
tal power subject to a capacity constraint R. We see that the two
curves are identical as expected. It should be noted that, due to
logarithmic scale of Pr,,, the curve shown in this figure does not
suggest that the capacity R increases with Pry, faster in the lower
power region than in the higher power region. In fact, the contrary
is true.

In practice, the number of subcarriers can be large. But there
is a good reason not to perform optimal power allocation over the
entire set of subcarriers. Shown in Fig. 6 are curves of the optimal
capacity R versus the number of subcarriers N under individual
power constraint. Shown in Fig. 7 are curves of the same but under
total power constraint. We see that the impact of N is small when
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Fig. 6. Optimal capacity vs. the number of subcarriers under individual power con-
straint. Averaged over 1000 channel realizations.
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Fig. 7. Optimal capacity vs. the number of subcarriers under total power constraint.
Averaged over 1000 channel realizations.

N is large.'? This suggests a possible way to reduce the complexity
as shown next.
The complexity of Algorithm 1 is:

(9<log2 (g) -N -log, (g)) (62)

where ¢ is the precision threshold of the first layer bisection
search, and w is the same of the second layer bisection search
(which solves M, (pn) = v for p, when given upsilon). The com-
plexity scales mostly linearly with N. For a large N, we can reduce
the complexity with little loss of performance by dividing the N
subcarriers into several smaller groups. All these groups can be
handled in parallel with equal shares of total powers, and each
group can be handled more efficiently in computation. For better
diversity, the subcarriers from different groups may need to inter-
leave with each other.

6 : : : : : : :
5FT8
4L 16 |

14 / D

R (bits/s/Hz)

9 10

2r Upper bound
—@— Optimal allocation
—A— Suboptimal allocation, AN = 8

Ir —— Suboptimal allocation, AN =4
—m— Suboptimal allocation, AN =1

0 —6— Uniform allocation

0 5 10 15 20 25 30 35 40

AP (dB)

Fig. 8. Optimal allocation vs. sub-optimal (simplified) allocation under individual
power constraint. N=KAN =16 and P = Py = 0.5P;,q = 0.5NAP. Averaged over
100 channel realizations.
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Fig. 9. Optimal allocation vs. sub-optimal (simplified) allocation under total power
constraint. N = KAN = 16 and Pr,q = NAP. Averaged over 100 channel realizations.

The performances shown in Figs. 8 and 9 are examples of the
above simplified approach with N = KAN = 16, i.e., K groups with
each group containing AN subcarriers. We see that for AN = 4, the
simplified approach is very close in performance to the optimal ap-
proach. Note that when AN = 1, the total power is divided evenly
among all N subcarriers. But unlike uniform allocation which is also
shown in these two figures, the simplified approach optimally ad-
justs the power in each subcarrier for both the source and the re-
lay. For this reason, the simplified approach even with AN =1 is
far better than the uniform distribution of power.

5.2. Group-wise decode-forward

Shown in Fig. 10 are four curves of the optimal capacity C ver-
sus the per-subcarrier power AP of the relay system with group-

12 If AP becomes very large, the impact of N on optimal power allocation dimin-
ishes.
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Fig. 10. Optimal capacity C vs. per-subcarrier power AP of group-wise decode-
forward. Averaged over 100 channel realizations. OA means optimal allocation of
power, and UA means uniform allocation of power.
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Fig. 1. Ryai—_duplex» R = Rruti—duptex AN C = Cryji_uplex VETSUS GRZR. Averaged over
100 channel realizations. AP = 30 dB.

wise decode-forward and individual power constraint. The four
curves correspond to the four cases: UA (uniform allocation of
power) at both the source and the relay; OA (optimal allocation
of power) at the source and UA at the relay; and OA at both the
source and the relay via the two-phase iteration. We see that in
the low power region the optimization for the relay alone is as
good as the optimization for both the source and the relay. This is
because the noise caused by the self-interference at the relay (with
a,%R = —10 dB) is stronger than the noise caused by the source via
the direct link (with O’SZD = —20 dB). But in the high power re-
gion, the joint optimization becomes important. This is because
the noise caused by the source via the direct link increases as the
power from the source increases.

5.3. Comparison of Rgif_duplex» R» C and more

While keeping 04 = 0, =0 dB and 62, = —20 dB, we now let
a,%R be a variable. Shown as Fig. 11 is a comparison of the (maxi-

40

20

AP, (dB)

40

20

AP, (dB)

n

(b) 0%, =0 dB

Fig. 12. Optimal power allocation results at source and relay for the group-wise
protocol when AP = 30 dB. The horizontal axis n indicates the nth subcarrier.
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Fig. 13. Five optimized capacities versus AP. Averaged over 100 channel realiza-
tions.

mized) capacities of the half-duplex scheme Ryjgr_gyplex. the full-
duplex scheme with carrier-wise decode-forward R and the full-
duplex scheme with group-wise decode-forward C as the strength
02, of the self-interference channel varies. We see that Ry F—duplex
stays constant as expected while both R and C decrease as o,%R in-
creases. However, C always stays higher than Rygs_gyuplex N0 mat-
ter how large o2, becomes.!* This is because, with optimal power
allocation based on group-wise decode-forward, the relay sys-
tem automatically transforms into frequency-division half-duplex
as 02, becomes large.

Fig. 12 confirms the transformation. Fig. 12(a) shows the op-
timal power allocation results when the self-interference is weak
(O’)%R = —20 dB). In this case, all subcarriers are fully occupied by
both the source and the relay for transmission. Fig. 12(b) shows the
same but when the self-interference is strong (cr,%R =0 dB). In this

13 Due to the noise via the direct link, C < 2Ryqif_quptex €ven if o = 0.
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case, the source uses one half of the subcarriers for transmission
and the relay uses mostly the other half for transmission. Yet, the
3rd subcarrier is still utilized by the relay in the full-duplex mode.
In other words, the optimized C benefits from both half-duplex and
full-duplex, and hence is always larger than Ry ¢ gyplex-

In Fig. 13, we compare the five optimized capacities (as AP
varies): the direction transmission from the source to the relay
Rirect» the half-duplex decode-forward scheme Rpygr_gypiex> the
full-duplex carrier-wise decode-forward R = Rpyji_guplex- the full-
duplex group-wise decode-forward € = Cpyj_gyplex and the hybrid
scheme Rpx = Max(Ryjree. C). We see that, when the power is
very high (e.g., AP > 50 dB), the direction transmission scheme
outperforms all other schemes as expected. We also see that, in the
high power region, C and Rpyqf_duplex Move in parallel, which is
also expected since both have the degree of freedom equal to % In
practice, we can hardly afford to have AP > 50 dB due to limited
power resources as well as constrained interference to other neigh-
boring networks. For moderate power levels, e.g., AP < 30 dB, we
see that both R and C exceed Ryqif_duplex and Ryirect-

6. Conclusion

In this paper, we have explored the optimal power allocation
problems of a dual-hop multi-carrier relay system using a decode-
forward full-duplex relay. We allow the presence of the direct
link from the source to the destination and a residual level of
self-interference at the full-duplex relay. We have considered two
schemes of multi-carrier decode-forward: carrier-wise and group-
wise. For the carrier-wise scheme, we have transformed the origi-
nal problems into equivalent convex problems and developed fast
algorithms to find the exact optimal solutions. For the group-wise
scheme, we have developed a locally convergent fast algorithm.
The simulation results based on our algorithms consistently show
that both schemes yield higher system capacities than the half-
duplex scheme at power levels where the half-duplex scheme out-
performs the direct transmission via the direct link.

The algorithms developed require channel amplitude informa-
tion but not channel phase information. The coding schemes on
which the power allocation problems in this paper are formulated
have a standard complexity without the need for dirty paper cod-
ing at transmitters and/or successive interference cancellation at
receivers. The optimal power allocation algorithms based on both
Rruli—duplex @0 Cryji_guplex are important. We believe that the in-
sights shown in this paper can be applied to solve many other re-
lated problems.

Appendix A. Proof of Lemma 1

Note that ypg, increases with x, and decreases with y,, while
¥ pn decreases with x, and increases with y,. Let (x},y}) denote
the optimal power allocation of the nth subcarrier, which maxi-
mizes min{yg,. ¥p, }- If Ven (X5, ¥3) > Yo (X3, ¥5), we could increase
von (X5, yi) and hence min{yg,. yp,} by reducing xj;. If yg, (x5, ¥3,) <
von (X, ¥3), we could increase yg, (X}, y;;) and hence min{yg,. ¥p,}
by reducing y;. Therefore, we must have yg, (X}, Vi) = Ypn (X5, ¥3).

Appendix B. Proof of the monotone property of My, (p,)

In this appendix, we will prove that the function My(py) defined
in (18) is decreasing with respect to p, € [0, +o00}. To simply the
expression, we ignore the subscript n in the following.

Taking the derivative of M(p), we have

log, e o’ (p)B(p) — a(p)B’(p)

M) ==g B%(p)

(B.1)

where

a(p) = Ah'(p)(1 + Bl(p)) — ABh(p)I'(p),
a'(p) = Al (p) + AB(' (p)l(p) — h(p)!"(p)).

X (B.2)
B(p) = (1+Bl(p))* +Ah(p)(1 + Bl(p)),
B'(p) = (1 +Bl(p))(2BI'(p) + Ah'(p)) + ABh(p)I' (p).
Case 1 where AD — BC # 0: It follows that
o1 AC(B + D) + 2ABCDp
h(p)_AD—BC__BC+ As ]
o\ 2AC(AB—(CD)
h"(p) = A
o1 AC(B + D) + 2ABCDp (B.3)
') = 35 —pc| AP~ As ’
s\ —2AC(AB—CD)
I"(p) = A
A3 = \/(A+C)2 + 4ACp(B + D) + 4ABCDp>.

In this case, there are three subcases as discussed below:
Subcase 1 where AB < DC: We see that h”(p) < 0. Given

; / _ _ _JBC ’
pgrfwh (p) = T is 0, so h'(p) > 0,Vp € [0, +00). We also see

that I”(p) > 0 and I'(0) = /& >0, and hence I'(p) >0,Vpe
[0, +00). Since h(p) > 0 and I(p) > 0, so we have a'(p) < 0, B(p)
> 0 and B’(p) > 0. Moreover, because «/(p) < 0 and pliT a(p) =
A(VBCD+BVA)
2(vBCD+DVA)
is decreasing with p.

Subcase 2 where AB = DC: We have h”(p) =1"(p) =0, h'(p) =
525 '(p) = 525, and a(p) = #5;. Since h(p) > 0 and I(p) > 0, it
follows that a(p) > 0, @’(p) =0, B(p) > 0, and B’(p) > 0. Thus,
M'(p) < 0.

Subcase 3 where AB > DC: By yg = yp in the Eq. (12), M(p) can
be written as:

> 0, we have «(p) > 0. Therefore, M'(p) < 0, i.e., M(p)

loge Cl'(p)(1 +Dh(p)) — CDI(p)h'(p)

MP) = =N~ {4 Dh(p)? + Cl(p)(1 + Dh(p)) (B4
Taking the derivative, we have
M (p) = logNz e a/(p)ﬂ(zgz(:;(p)ﬂ’(p) (B.5)
where

&(p) = CI'(p)(1 + Dh(p)) — CDI(P)H'(p),

& (p) = CI"(p) +CD(I" (DYh(p) — (PN (p)), 5

B(p) = (1 + Dh(p))® +Cl(p)(1 + Dh(p)),
B'(p) = (1 + Dh(p)) (2DR' (p) + CI'(p)) + CDI(p)H' (p).

1" : : ’ _ __JAD
Because AB > DC, I"(p) < 0. Since pETool (p) = Ty 0, so

I'(p) > 0,Vp € [0, +00). Similarly, we have h”(p) > 0 and h'(0) =
a5c > 0. Hence, I'(p) > 0,¥p e [0, +o0). By the fact that h(p) >

0, I(p) > 0, we have @'(p) <0, B(p) >0, and B'(p) > 0. More-

A7 PN _ C(~/ABD+DV0) _
over, because &' (p) < 0 and pll)rpooot(p) = S ABD+ Y0 0, we ob

tain that &(p) > 0. Therefore, M'(p) < O.
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Case 2 where AD — BC = 0: We have
C(A+C) +2BC(A+C)p + 2B*C?p?

/ —
W(p) = (A+C+ 2BCp)? :
, 2BC(A% — C2)
"= e 2By -
I (p) — A(A+C) + 2BC(A+ C)p + 2B*C2p? '
p)= (A+C+ 2BCp)? :
L, 2BC(C?—A%)
PP = arcramcp)

We also have the following three subcases:
Subcase 1 where A < C: Then h'/(p) < 0. Given plirﬂmh’(p) =1

0, hence h'(p) > 0. Because I’(p) > 0 and I'(0) = A%c > 0, we have
I'(p) > 0. Since h(p) > 0 and I(p) > 0, we have o’(p) < 0, B(p) > 0,
and g’(p) > 0. Since &’(p) < 0 and pliT a(p) = % > 0, it holds

that a(p) > 0. Therefore, M’(p) < 0.

Subcase 2 where A =C: we have h”(p) =1"(p) =0, ' (p) = %
I'(p) =1, and a(p) = 4. Since h(p) > 0 and I(p) > O, it follows
that a(p) > 0, &’(p) =0, B(p) > 0, and B’(p) > 0. Therefore M'(p)
< 0.

Subcase 3 where A > C: we can write M(p) as (B.4) and the
derivative of M(p) as (B.5). Because A > C, we have I/(p) < 0. Given

pﬂrpool’(p) =3 >0, then I'(p) > 0. By h"'(p) > 0 and h'(0) = ;&= >

0, we have h'(p) > 0. By h(p) > 0 and I(p) > 0, we have a'(p) <
0, B(p) >0, and B’(p) > 0. Because &'(p) <0 and plirpooo‘c(p) =

% > 0, we obtain that &(p) > 0. Therefore, M’(p) < O.
Finally, we prove that M(p) is decreasing with p. Note that,

by the fact that M(p) is the derivative of %logz(l + 1'1%(1‘(’;)) and

plirp M(p) =0, it is true that M(p) > 0 which means %logz(l +
— +00

111;3(11();)7)) is increasing with p, so the system capacity (or the objec-

tive function in (11)) is increasing with Pryeg.
Appendix C. Proof of convexness of 7; and 7,

To prove the convexness of 7; and J, shown in (30) and (31),
let F;(xp) = —‘3% and Gp(yn) = —g%. We only to prove that F;(x,)
and Gy(yn) are both decreasing functions. The proof of each case is
similar to the other. So, we will only focus on Fy(xy).

To simplify the expressions, we will ignore the subscript n in
the following derivations. The derivative of F(x) with respect to x
is

logye a(x)Bx) —dx)P(x)

FO= 2N @0+ Ap0y (€
where
a(x) = —ABxf"(x),
B(x) = ¢*(x) + Axp (%),
A C + 2ABx
o(x) = 5(1 + T),
¥ (x) = Bf (x) 29 (x) + Ax) + Ap(x),
@) =1+Bf(x); (C.2)
vy A+ 2ADxX
)= T,
" 2AC(DC — AB)
x)=——F5—>.
f A3
A1 = +/C2 + 4ABCX + 4ABCDx2.
For DC > AB and x > 0, we have
a(x)<0,8(x) >0,¢0(x) >0,%(x) >0,¢(x) >0. (C3)

Then, we obtain F/(x) < 0.
Based on Eq. (23), F(x) can be transformed into another form:

_log,e Cf'(x)(1+Dx) —CDf(x)

FO == G e cf@a + D’ (C4)
Taking its derivative with respect to x, we have

o 1 a@@BE) - PP ()
PO=N @0 +T0e0)? (€
where,

@(x) =C( +Dx)f"(x).

Bx) = ¢*(x) +CFR ().

- ABC(2Dx+1) + C(AB—CD)  CD

P = 2BAq, o

¥ (%) = (x) (2D + Cf'(x)) + CDf (%), (C6)
@(x) =1+ Dx;

.« A+2ADx

fx) = A,

.+ 2AC(DC — AB)
) = A

Now we see that for DC < AB and x > 0, we have

@(x) <0,B(x)>0,¢(x)>0,9%x) >0 ¢x) >0, (C.7)

which again imply that F/(x) < 0.
Similarly, we can also prove that G,(y,) is decreasing with re-
spect to y, € [0, +oo}.
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