
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 63, NO. 3, MARCH 2015 801

Weighted Sum-Rate Maximization for Full-Duplex
MIMO Interference Channels

Ali Cagatay Cirik, Rui Wang, Member, IEEE, Yingbo Hua, Fellow, IEEE, and Matti Latva-aho, Senior Member, IEEE

Abstract—We consider a K link multiple-input multiple-output
(MIMO) interference channel, where each link consists of two
full-duplex (FD) nodes exchanging information simultaneously
in a bi-directional communication fashion. The nodes in each
pair suffer from self-interference due to operating in FD mode,
and inter-user interference from other links due to simultaneous
transmission at each link. We consider the transmit and receive
filter design for weighted sum-rate (WSR) maximization problem
subject to sum-power constraint of the system or individual power
constraints at each node of the system. Based on the relation-
ship between WSR and weighted minimum-mean-squared-error
(WMMSE) problems for FD MIMO interference channels, we
propose a low complexity alternating algorithm which converges
to a local WSR optimum point. Moreover, we show that the pro-
posed algorithm is not only applicable to FD MIMO interference
channels, but also applicable to FD cellular systems in which a
base station (BS) operating in FD mode serves multiple uplink
(UL) and downlink (DL) users operating in half-duplex (HD)
mode, simultaneously. It is shown in simulations that the sum-rate
achieved by FD mode is higher than the sum-rate achieved by
baseline HD schemes.

Index Terms—Bi-directional, full-duplex, MIMO interference
channel, multi-user, self interference, transceiver designs.

I. INTRODUCTION

THE INCREASING demand for high data rates with the
proliferation of wireless services is calling for powerful

communication technologies that exploit the current spectrum
more efficiently. Half-duplex wireless communication systems,
or commonly known as time-division duplex or frequency-
division duplex, employ two orthogonal channels to transmit
and receive, and thus they cannot achieve the maximal spectral
efficiency. Full-duplex wireless communication system, which
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enables simultaneous transmission and reception at the same
time in the same frequency band, has recently gained consid-
erable interest in academia [1]–[40], as a promising technique
to potentially double the link capacity, and increase the spectral
efficiency targeted by the next generation wireless communica-
tion systems.

The potential of high spectral efficiency gain of a full-duplex
radio over half-duplex radio has recently attracted several re-
search groups. In particular, full-duplex relaying technology
has been investigated in [1], since relays are effective in mit-
igating the effects of multipath fading, pathloss and shadowing,
and enhancing the quality of service of the users at the edge of
the cells. In addition to relay nodes, small cells which provide
improved cellular coverage is considered to be suitable for de-
ployment of full-duplex technology due to low transmit powers,
short transmission distances and low mobility. A small cell
network where a full-duplex base station (BS) serves multiple
uplink (UL) and downlink (DL) users simultaneously has been
considered in [2]–[5]. Moreover, cognitive radios, which is
also a promising technology in wireless communications to
enhance the spectrum efficiency of the fixed spectrum allo-
cation policies, can be deployed in full-duplex. A full-duplex
cognitive radio can transmit and sense the transmission status
of other nodes [6], [7]. Full-duplex technology has also been
studied to mitigate the problems associated with medium access
control (MAC) layer, such as hidden terminals, large delays,
and congestion [8]–[10].

The limiting factor on the performance of full-duplex sys-
tems is the strong self-interference at the front-end of the
receiver created by the signal leakage from the transmitter
antennas of a full-duplex node to its own receiver anten-
nas. Unless this self-interference is canceled satisfactorily, a
radio transceiver cannot perform full-duplex operation. Re-
cently several research groups have developed methods for
self-interference cancelation. These works include the transmit
beamforming (spatial domain suppression) methods in [11]–
[16], in which the self-interference is cancelled at the front-
end of the receiver by generating a cancellation signal based
on the transmit signal in the baseband. Promising results from
experimental research that demonstrate the feasibility of full-
duplex transmission using the off-the-shelf hardware are also
available in [9], [10], [17]–[24], although RF front-end inter-
ference cancellation is still an on-going research topic [25].

However, due to imperfections of radio devices such as
amplifier non-linearity, phase noise, and I/Q channel imbal-
ance, the self-interference cannot be canceled completely in
reality. Therefore, optimization problems (power allocation,
transceiver beamforming, etc.) related to full-duplex systems
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under this residual self-interference were considered in [2],
[3], [26], [27]–[37]. In particular, by exploiting both spatial
and temporal freedoms of the source covariance matrices of
the multiple-input multiple-output (MIMO) links, the sum-rate
maximization problem for full-duplex bi-directional MIMO
channels has been studied for slow fading and fast fading chan-
nels in [27] and [28], respectively. The authors in [29] study the
impact of residual self-interference on sum-rate performance
under two situations: channel state information (CSI) is avail-
able only at receiver, and CSI is available both at the transmitter
and the receiver. Two sequential convex programming-based
algorithms to solve the sum-rate maximization problem of full-
duplex single user MIMO systems were proposed in [30],
and the optimal power allocation algorithms to maximize the
sum-rate of full-duplex orthogonal frequency division multi-
plexing (OFDM) bi-directional full-duplex systems are devel-
oped in [31]. Moreover, the weighted sum-rate maximization,
mean-squared-error (MSE) minimization, signal-to-leakage-
plus-noise ratio maximization (SLNR), total transmit power
minimization, and distributed sum-rate maximization problems
for bi-directional full-duplex systems have been considered in
[32]–[35], and [36], respectively. A transmit-receive antenna
pair selection based on the maximization of the sum-rate, and
the minimization of the symbol-error rate is proposed for a bi-
directional full-duplex system in [37].

To the best of our knowledge, all the papers on full-duplex bi-
directional systems consider a single pair of nodes, exchanging
information simultaneously [16], [27]–[40], and no paper has
studied full-duplex systems under multiple pair of nodes, i.e.,
full-duplex MIMO interference channel. Recently, the interest
on MIMO channels has migrated from point-to-point MIMO
and MIMO downlink channels, to the MIMO interference
channels, since it is the inherent model behind many practical
problems [41]. With the increase of wireless devices that share
the same frequency and time resources, interference becomes
the key bottleneck that limits the throughput of communication
networks. A study on the performance of cellular communi-
cation systems (open spectrum, multi-cell systems, etc.) where
each cell causes interference to other cells can be carried out by
focusing on MIMO interference channels [42].

In this paper, we develop a low complexity algorithm to
compute the maximum weighted sum-rate of a K-link full-
duplex MIMO interference channel, where each link has two
full-duplex nodes exchanging information simultaneously. The
nodes in each pair suffer from self-interference due to oper-
ating in full-duplex mode, and inter-user interference due to
simultaneous transmission at all links. Two types of power
constraints are considered. One is a power constraint on the
sum-power of the system. The other is a power constraint on the
power at each radio node. Under either constraint, the problem
is non-convex. Following a distributed approach used in [43]
for broadcast channels, we turn the weighted sum-rate problem
into a weighted minimum-mean-squared problem, the latter of
which is easier to solve. The distributed implementation for
MIMO interference channels has been implemented in [44],
[45], but they both have considered only half-duplex models.

Moreover, we show that the proposed algorithm can also be
applied to full-duplex cellular systems. DL and UL channels

are currently designed to operate in either separate time slots
or separate frequency bands, and thus the radio resources have
not been efficiently used in current wireless communications
systems. In this paper, we consider a scenario where a full-
duplex capable BS communicates with half-duplex UL and
DL users at the same time slot over the same frequency band.
In addition to self-interference channel at the BS, the co-
channel interference (CCI) caused by the UL users to DL
users is also taken into account, which increases the difficulty
of the optimization problem further. Full-duplex multi-user
systems has been investigated in [2], [3], [26]. However the
CCI is not taken into account in [3], and single-antenna users
are assumed in [2]. Moreover, [2], [3], [26] ignores several
fundamental impediments of FD systems, i.e., transmitter and
receiver distortion caused by non-ideal amplifiers, oscillators,
ADCs/DACs, etc., i.e., several system parameters were ideally
assumed. These practical considerations are carefully examined
in this paper.

Simulation results show that the proposed full-duplex system
outperforms the baseline half-duplex systems under moderate
interference levels. In addition, the self-interference and inter-
user interference levels that reduce the performance of the full-
duplex system to a level below that of the baseline schemes is
investigated.

A. Notations

The following notations are used in this paper. Matrices
and vectors are denoted as bold capital and lowercase letters,
respectively. (·)T is the transpose; (·)H is the conjugate trans-
pose. E{·} means the statistical expectation; IN is the N by N
identity matrix; 0N×M is the N by M zero matrix; tr(·) is the
trace; | · | is the determinant; diag(A) is the diagonal matrix
with the same diagonal elements as A. CN(µ,σ2) denotes a
complex Gaussian distribution with mean µ and variance σ2.
C

N×M denotes the set of complex matrices with a dimension of
N by M. ⊥ denotes the statistical independence. We will use
the following abbreviations: FD-full-duplex, HD-half-duplex,
WSR-weighted sum-rate, WMMSE-weighted minimum-mean-
squared error.

II. SYSTEM MODEL

In this section, we describe the system model of a FD MIMO
interference channel as seen in Fig. 1. The signals mentioned
below are defined in complex baseband. We consider MIMO
wireless channels, where each pair is equipped with multiple
antennas and exchanges information simultaneously in a two
way communication. We assume that the FD nodes in ith link
have Ni and Mi transmit and receive antennas, respectively.

We also take into account the limited dynamic range (DR).
Limited-DR is caused by non-ideal amplifiers, oscillators,
analog-to-digital converters (ADCs), and digital-to-analog con-
verters (DACs). We adopt the limited DR model in [27], which
has also been commonly used in [14], [31]–[34], [36]. Par-
ticularly, at each receive antenna an additive white Gaussian
“receiver distortion” with variance β times the energy of the
undistorted received signal on that receive antenna is applied,
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Fig. 1. Bi-directional full-duplex MIMO interference channel. −→ denotes
the interference between different pairs, and −·→ denotes the self-interference.

and at each transmit antenna, an additive white Gaussian
“transmitter noise” with variance κ times the energy of the
intended transmit signal is applied. This transmitter/receiver
distortion model is valid, since it was shown by hardware
measurements in [46] and [47] that the non-ideality of the
transmitter and receiver chain can be approximated by an
independent Gaussian noise model, respectively.

As illustrated in Fig. 1, the node i(a), i ∈ {1, . . . ,K} and
a ∈ {1,2} receives signals from all the transmitters in the

system via MIMO channels. H(ab)
ii ∈ C

Mi×Ni is the channel
between node a and b of the ith transmitter-receiver pair, where

b∈{1,2} and b �= a. H(aa)
ii ∈C

Mi×Ni ,a∈{1,2} denotes the self-

interference channel of the node i(a). H(ac)
i j ∈ C

Mi×Nj ,(a,c) ∈
{1,2} denotes the interference channel from the transmitter
antennas of the node c in the jth pair to the receiver antennas
of the node a in the ith pair, (i, j) ∈ {1, . . . ,K} and j �= i. All
the channel matrices are assumed to be mutually independent,
and the entries of each matrix are independent and identically
distributed (i.i.d.) circular complex Gaussian variables with
zero mean and unit variance. We assume that CSI is only locally
available at the transmitters, i.e., the transmitters are able to
obtain the knowledge of channel coefficients which are directly
connected to them [48]–[54], and the receiver at each link is
able to obtain the channel coefficients and the interference-plus-
noise covariance matrix at its only link.

The transmitted data streams of size di at the the node i(a)

is denoted as d(a)
i ∈ C

di , i ∈ {1, . . . ,K},a ∈ {1,2}, and are
assumed to be complex, zero mean, i.i.d. with

E

{
d(a)

i

}
=0di×1, (1)

E

{
d(a)

i

(
d(b)

j

)H
}
=

{
Idi i = j and a = b,
0di×d j i �= j or a �= b. (2)

The Ni ×1 signal vector transmitted by node i(a) is given by

x(a)i = V(a)
i d(a)

i , i = 1, . . . ,K,a ∈ {1,2} (3)

where V(a)
i ∈ C

Ni×di represents the precoding matrix. x(a)i is
assumed to be Gaussian distributed with zero mean and covari-
ance matrix,

E

{
x(a)i

(
x(a)i

)H
}
= V(a)

i

(
V(a)

i

)H
.

We consider a FD bi-directional MIMO interference channel
that suffers from self-interference and interference from other
pairs. Thus, node i(a) receives a combination of the signals
transmitted by all the transmitters and noise. The Mi × 1 re-
ceived signal at node i(a) is written as

y(a)i =
√

ρiH
(ab)
ii

(
x(b)i + c(b)i

)
+
√

ηiiH
(aa)
ii

(
x(a)i + c(a)i

)

+
K

∑
j �=i

2

∑
c=1

√
ηi j H(ac)

i j

(
x(c)j + c(c)j

)
+ e(a)i

+n(a)
i , i ∈ {1, . . . ,K},(a,b) ∈ {1,2},a �= b. (4)

Here, n(a)
i ∈ C

Mi is the additive white Gaussian noise (AWGN)
vector at node i(a) with zero mean and unit covariance matrix,
and it is uncorrelated to all the transmitted signals. In (4), ρi

denotes the average power gain of the ith transmitter-receiver
pair, ηii denotes the average power gain of the self-interference
channel at the ith pair, and ηi j denotes the average power gain
of the interference channel between the nodes at the ith and
jth pair.

In (4), c(a)i ∈ C
Ni , i ∈ {1, . . . ,K},a ∈ {1,2} is the transmitter

noise at the transmitter antennas of node i(a), which models
the effect of limited transmitter DR and closely approximates
the effects of additive power-amplifier noise, non-linearities in

the DAC and phase noise. The covariance matrix of c(a)i is given
by κ(κ � 1) times the energy of the intended signal at each

transmit antenna [27]. In particular c(a)i is modeled as

c(a)i ∼ CN

(
0,κdiag

(
V(a)

i

(
V(a)

i

)H
))

, (5)

c(a)i ⊥ x(a)i , (6)

where, as mentioned before, ⊥ denotes the statistical
independence.

In (4), e(a)i ∈ C
Mi , i ∈ {1, . . . ,K},a ∈ {1,2} is the additive

receiver distortion at the receiver antennas of node i(a), which
models the effect of limited receiver DR and closely approxi-
mates the combined effects of additive gain-control noise, non-
linearities in the ADC and phase noise. Each diagonal element

of the covariance matrix of e(a)i is given by β(β � 1) times
the energy of the undistorted received signal at each receive

antenna [27]. In particular, e(a)i is modeled as

e(a)i ∼ CN
(

0,βdiag
(

Φ(a)
i

))
, (7)

e(a)i ⊥ u(a)
i , (8)
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where Φ(a)
i = Cov{u(a)

i } and u(a)
i is the undistorted received

vector at the node i(a), i.e., u(a)
i = y(a)i − e(a)i .

Node i(a) knows the interfering codewords x(a)i , so the self-

interference term
√

ηiiH
(aa)
ii x(a)i is known, and thus can be

cancelled [27]. The interference canceled signal can then be
written as

ỹ(a)i =y(a)i −√
ηiiH

(aa)
ii x(a)i

=
√

ρiH
(ab)
ii x(b)i +v(a)i , (9)

where v(a)i is the unknown interference-plus noise component
of (9) after self-interference cancellation, and is given by

v(a)i =
√

ρiH
(ab)
ii c(b)i +

√
ηiiH

(aa)
ii c(a)i + e(a)i +n(a)

i

+
K

∑
j �=i

2

∑
c=1

√
ηi jH

(ac)
i j

(
x(c)j + c(c)j

)
. (10)

Using (5)–(8), similar to [27], Σ(a)
i , the covariance matrix of

v(a)i , is approximated, under κ � 1 and β � 1, as in (11). (See
equation at the bottom of the page) Note that despite the fact

Σ(a)
i at link i and node a depends on non-local parameters such

as channel matrices and pre-coding matrices at other links, this
covariance matrix can be determined locally provided that there
is a sufficient coherence time window within which all channel
matrices and pre-coding matrices do not change. An example
of such an algorithm is shown later.

As a result of the limited DR in (10), the noise v(a)i is
generally non-Gaussian. To the best of our knowledge, the exact
capacity of MIMO channels with a non-Gaussian noise is still
an open problem even for point-to-point MIMO systems [55],
[56]. However, it is known that the Gaussian distribution is the
worst case from a mutual-information perspective among all

noise distributions [56], and thus assuming v(a)i as Gaussian,
gives us the lower bound of mutual information [56]. The lower
bound of the achievable rate of the node i(a), under Gaussian
signaling, can be written as

I(a)i = log2

∣∣∣∣IMi+ρiH
(ab)
ii V(b)

i

(
V(b)

i

)H(
H(ab)

ii

)H(
Σ(a)

i

)−1
∣∣∣∣.
(12)

WSR optimization scheme is formulated as follows:

max
V(b)

i

K

∑
i=1

2

∑
a=1

µ(a)i I(a)i (13)

s.t. tr

{
V(b)

i

(
V(b)

i

)H
}
≤ P(b)

i , ∀(i,b) (14)

or s.t.
K

∑
i=1

2

∑
b=1

tr

{
V(b)

i

(
V(b)

i

)H
}
≤ PT , (15)

where P(b)
i is the transmit power constraint at the node i(b), PT

is the sum-power constraint of the system, and µ(a)i ≥ 0 denotes
the weight.

III. WEIGHTED MINIMUM MEAN-SQUARED-ERROR

MINIMIZATION

To understand the link between the WSR maximization and
the WMMSE minimization problems in the FD bi-directional
MIMO channels, we need to establish the relationship between
the achievable rate and the error covariance matrix. This argu-
ment is parallel to the one given in [43] for the MIMO broadcast
channel and in [45] for the MIMO interference channel.

We assume that node i(a) applies the linear receiver R(a)
i ∈

C
di×Mi to estimate the signal transmitted from node i(b). That is

d̂(b)
i =R(a)

i ỹ(a)i

=
√

ρiR
(a)
i H(ab)

ii V(b)
i d(b)

i +R(a)
i v(a)i . (16)

We can now formulate the MSE of the node i(a). Using (16), the
MSE matrix of the node i(a) can be written as

MSE(a)
i

= E

{(
d̂(b)

i −d(b)
i

)(
d̂(b)

i −d(b)
i

)H
}

=
(√

ρiR
(a)
i H(ab)

ii V(b)
i −Idi

)(√
ρiR

(a)
i H(ab)

ii V(b)
i −Idi

)H

+R(a)
i Σ(a)

i

(
R(a)

i

)H
. (17)

Σ(a)
i ≈ρiκH(ab)

ii diag

(
V(b)

i

(
V(b)

i

)H
)(

H(ab)
ii

)H
+ηiiκH(aa)

ii diag

(
V(a)

i

(
V(a)

i

)H
)(

H(aa)
ii

)H

+βρidiag

(
H(ab)

ii V(b)
i

(
V(b)

i

)H (
H(ab)

ii

)H
)
+βηiidiag

(
H(aa)

ii V(a)
i

(
V(a)

i

)H (
H(aa)

ii

)H
)

+
K

∑
j �=i

2

∑
c=1

ηi j

[
H(ac)

i j

(
V(c)

j

(
V(c)

j

)H
+κdiag

(
V(c)

j

(
V(c)

j

)H
))(

H(ac)
i j

)H
]

+
K

∑
j �=i

2

∑
c=1

βηi jdiag

(
H(ac)

i j V(c)
j

(
V(c)

j

)H (
H(ac)

i j

)H
)
+ IMi . (11)
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The minimum mean-squared error (MMSE) receiver filter
applied at the node i(a) can be expressed as

R(a)∗
i = argmin

R(a)
i

tr
{

MSE(a)
i

}

=
√

ρi

(
V(b)

i

)H (
H(ab)

ii

)H

×
(

ρiH
(ab)
ii V(b)

i

(
V(b)

i

)H (
H(ab)

ii

)H
+Σ(a)

i

)−1

. (18)

Plugging (18) in (17) gives us the MSE matrix for the node
i(a) given that the MMSE receive filter is applied, and it can be
written as

E(a)
i =Idi −ρi

(
V(b)

i

)H (
H(ab)

ii

)H

×
(

ρiH
(ab)
ii V(b)

i

(
V(b)

i

)H (
H(ab)

ii

)H
+Σ(a)

i

)−1

=

(
Idi+ρi

(
V(b)

i

)H(
H(ab)

ii

)H(
Σ(a)

i

)−1
H(ab)

ii V(b)
i

)−1

, (19)

where the matrix inversion lemma (A + BCD)−1 = A−1 −
A−1B(DA−1B + C−1)−1DA−1 [57] is applied in the second

equality. We refer to E(a)
i as the MMSE-matrix.

Comparing (12) and (19), and using log2 |IN + AB| =
log2 |IM +BA| identity [57], where A ∈C

N×M , and B ∈C
M×N ,

it is easy to see the relationship between the achievable rate and
the MMSE-matrix as

I(a)i = log2

∣∣∣∣(E(a)
i

)−1
∣∣∣∣ . (20)

Now, we first formulate WMMSE optimization problem,
and then show that there is a simple relationship between
the Karush-Kuhn-Tucker (KKT) conditions of the WSR and
WMMSE problems. Assuming that MMSE receive filtering is
applied, WMMSE problem can be formulated as

min
V(b)

i

K

∑
i=1

2

∑
a=1

tr
{

W(a)
i E(a)

i

}
(21)

s.t. tr

{
V(b)

i

(
V(b)

i

)H
}
≤ P(b)

i , ∀(i,b) (22)

or s.t.
K

∑
i=1

2

∑
b=1

tr

{
V(b)

i

(
V(b)

i

)H
}
≤ PT , (23)

where W(a)
i ∈ C

di×di is a constant weight matrix associated
with node i(a).

As shown in Appendix A, the gradient of WSR and the
gradient of WMMSE problems are equal if the MSE-weights

W(a)
i are chosen as:

W(a)
i =

µ(a)i

ln2

(
E(a)

i

)−1
. (24)

Since the KKT conditions of the WSR and WMMSE problems
can be satisfied simultaneously with the choice of MSE-weights
(24), we can solve the WSR problem (13)–(15) through solving
WMMSE problem (21)–(23).

A. Sum-Power Constrained Transceiver Design

The problem to find the optimal transmit filters V(b)
i for fixed

receive filters under the sum-power constraint of the system is
formulated as below:

min
V(b)

i

K

∑
i=1

2

∑
a=1

tr
{

W(a)
i E

{(
d(b)

i −α−1d̂(b)
i

)

×
(

d(b)
i −α−1d̂(b)

i

)H
}}

(25)

s.t.
K

∑
i=1

2

∑
b=1

tr

{
V(b)

i

(
V(b)

i

)H
}
≤ PT , (26)

where W(a)
i is chosen according to (24) and α is a scaling

parameter. Similar to [58], where the optimal transmit filters
are computed for the unweighted case, the WMMSE transmit
filter of (25), (26) can be shown to be

V(b)
i = αV̄(b)

i . (27)

Here, α is defined as

α =

√√√√√ PT

∑K
i=1 ∑2

b=1 tr

{
V̄(b)

i

(
V̄(b)

i

)H
} (28)

and as shown in Appendix B, V̄(b)
i is computed as

V̄(b)
i =

√
ρi

⎛
⎝X(b)

i +
∑K

i=1 ∑2
a=1 tr

{
A(a)

i

}
PT

INi

⎞
⎠

−1

×
(

H(ab)
ii

)H (
R(a)

i

)H
W(a)

i , (29)

X(b)
i =ρi

(
H(ab)

ii

)H
A(a)

i H(ab)
ii +ρiκdiag

((
H(ab)

ii

)H
A(a)

i H(ab)
ii

)
+ρiβ

(
H(ab)

ii

)H
diag

(
A(a)

i

)
H(ab)

ii

+ηiiκdiag

((
H(bb)

ii

)H
A(b)

i H(bb)
ii

)
+ηiiβ

(
H(bb)

ii

)H
diag

(
A(b)

i

)
H(bb)

ii

+
K

∑
j �=i

2

∑
c=1

(
η ji

(
H(cb)

ji

)H
A(c)

j H(cb)
ji +η jiκdiag

((
H(cb)

ji

)H
A(c)

j H(cb)
ji

)
+η jiβ

(
H(cb)

ji

)H
diag

(
A(c)

j

)
H(cb)

ji

)
. (30)
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where X(b)
i is shown in (30), (See equation at the bottom

of the previous page) and A(a)
i = (R(a)

i )
H

W(a)
i R(a)

i , i = 1, . . . ,
K,a = 1,2.

B. Individual-Power-Constrained Transceiver Design

The problem to find the optimal transmit filters V(b)
i for fixed

receive filters under the individual-power constraint at each
node of the system is formulated as below:

min
V(b)

i

K

∑
i=1

2

∑
a=1

tr
{

W(a)
i E

{(
d(b)

i − d̂(b)
i

)

×
(

d(b)
i − d̂(b)

i

)H
}}

(31)

s.t. tr

{
V(b)

i

(
V(b)

i

)H
}
≤ P(b)

i , ∀(i,b). (32)

Taking the partial derivative of the Lagrange function of (31),

(32) with respect to the matrix V(b)
i , we can obtain the optimal

V(b)
i as

V(b)
i =

√
ρi

(
λ(b)

i INi +X(b)
i

)−1(
R(a)

i H(ab)
ii

)H
W(a)

i (33)

where X(b)
i is defined in (30).

The values of the Lagrange multiplier λ(b)
i in (33) are cal-

culated by taking the singular value decomposition of X(b)
i =

U(b)
i Δ(b)

i (U(b)
i )

H
and writing the power constraint in (32), after

simple steps, as

tr

{
V(b)

i

(
V(b)

i

)H
}
=ρi

N

∑
k=1

g(b)ik(
λ(b)

i +Δ(b)
ik

)2

=P(b)
i , (34)

where g(b)ik denotes the kth row and kth column element of

(U(b)
i )

H
(H(ab)

ii )
H
(R(a)

i )
H

W(a)
i (W(a)

i )
H

R(a)
i H(ab)

ii U(b)
i and Δ(b)

ik

denotes the kth row and kth column element of the matrix Δ(b)
i .

We can compute λ(b)
i from (34) numerically. If the values of the

Lagrange multipliers λ(b)
i are negative, we assign λ(b)

i as zeros.

C. Convergence

The iterative alternating algorithm for solving the WSR op-
timization problem (13)–(15) through WMMSE minimization
problem is given in Table I. The algorithm in Table I holds
for both the sum-power constraint and the individual-power-
constraint WSR problems. The proof of the convergence of the
algorithm is based on the proof of a more general equivalent
optimization problem, which includes the MSE weights and
receive filters as new optimization variables in addition to

TABLE I
WSR MAXIMIZATION ALGORITHM

transmit filters. The objective function of the new optimization
problem is formulated as

min
R(a)

i ,V(b)
i ,W(a)

i

K

∑
i=1

2

∑
a=1

tr
{

W(a)
i MSE(a)

i

}

−µ(a)i log2

∣∣∣∣∣ ln2

µ(a)i

W(a)
i

∣∣∣∣∣−di
µ(a)i

ln2
. (35)

When the weight matrices W(a)
i , and the transmit filters V(b)

i are

fixed, the optimal receiving filter R(a)
i is MMSE receving filter

given in (18). Substituting the optimal receiving filter R(a)
i into

MSE(a)
i in the objective function (35) gives a new cost function

for the weights and the transmit filters given as

min
V(b)

i ,W(a)
i

K

∑
i=1

2

∑
a=1

tr
{

W(a)
i E(a)

i

}

−µ(a)i log2

∣∣∣∣∣ ln2

µ(a)i

W(a)
i

∣∣∣∣∣−di
µ(a)i

ln2
. (36)

Optimizing the cost function (36) with respect to weight ma-

trices, W(a)
i results in W(a)

i =
µ
(a)
i

ln2 (E
(a)
i )

−1
. Plugging in the

optimal weight matrix in the cost function (36), we obtain a
new cost function for the transmit filters expressed as

min
V(b)

i

K

∑
i=1

2

∑
a=1

−µ(a)i log2

∣∣∣∣(E(a)
i

)−1
∣∣∣∣ , (37)

which is exactly same as the cost function of the original WSR
problem (13). Therefore, the new optimization problem reduces
to the original optimization problem when minimized with

respect to the transmit filters V(b)
i under fixed receiving filters

and weight matrices.
The alternating minimization algorithm decreases the cost

function (35) monotonically at each step of the iteration. And
since the cost function (35) is lower bounded under a fixed
individual power constraint, it is concluded that the algorithm
in Table I is guaranteed to converge to a local optimum.

D. Remarks

1) Since the WMMSE minimization (21)–(23) problem is not
jointly convex over optimization variables, the proposed algo-
rithm does not ensure to converge to the global optimal solution.
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Because of the non-convexity of the optimization problems we
are dealing with, we need to choose good initialization points
to have a suboptimal solution with a good performance. In
[59], several reasonable choices such as right singular matrices,
random matrices and interference alignment (IA) initialization
have been proposed. Optimal initialization method that guaran-
tees global optimal solution is a very challenging problem and
will be left to our future work.

2) Note that WSR optimization problem (13)–(15) can also
be solved using gradient-based (GB) search [60], but the it-
erative scheme based on the WMMSE applied in this paper
requires considerably less computational complexity and a
smaller amount of feedback resources [45]. Also, our scheme
requires only the local CSI (i.e., each transmitter needs to
know only the CSI of the links originating from itself), whereas
GB search method requires the CSI for all links (global CSI).
Particularly, in our scheme, a node does not need to know the
self-interference channel of the other nodes. It is challenging
in practice, to acquire the strong self-interference channel of
the other nodes accurately since its large DR requires heavy
feedback information between the two nodes [36]. And it will
be shown in the simulation results that the sum-rate achieved
by the proposed algorithm is very close to that of the GB
algorithm.

Now we will elaborate on the CSI assumption considered in
this paper. Although there exists various definitions of local
CSI, in this paper, with local CSI, we assume that the trans-
mitters are able to obtain the knowledge of channel coefficients
which are directly connected to them. The same definition has
also been adopted and commonly used in other papers [48]–
[54]. In particular, we assume each transmitter has perfect
knowledge of the channel matrices only between itself and
all receivers. This information can be obtained easily by over-
hearing signaling packets at the MAC layer. For example, in
the IEEE 802.11n scheme, assuming the channel reciprocity,
a transmitter can estimate the channel between itself and the
unintended receiver by capturing the “Clear-to-Send” message,
which contains a training sequence from an unintended receiver
[53], [61]. Since only local CSI is required at each user, the
proposed method fits for distributed implementation. Similar
to [48], [49], [53], [61], we assume that each receiver i(a)

locally estimates the received interference-plus-noise covari-

ance matrix Σ(a)
i through measurements, and directly uses it

in the calculations.1 Using the estimate of Σ(a)
i , the receiver

1Using a very small fraction of channel coherence time, all links can estimate
their desired local channel matrices (the channel between their transmitter and
receiver) sequentially. With the desired local channel matrices, and given set
of the precoding matrices at all links, all links first undergo a training phase

to estimate Σ(a)
i . In this phase, all links transmit synchronously/simultaneously

training sequences with their given precoding matrices, and the node a of link

i uses (9) to measure v(a)i , and hence estimates Σ(a)
i . With a sufficiently long

training time, the error in estimated Σ(a)
i can be negligible. With a given set of

Σ(a)
i at all links, all links then follow the principle shown in this paper to update

their precoding matrices locally. After each update of the precoding matrices,

all links undergo the training phase again to estimate their Σ(a)
i . The (local)

estimation of Σ(a)
i at all links is indeed an overhead. But this is entirely feasible

in theory. In the simulation part of this paper, we assume the exact knowledge

of Σ(a)
i as is justified.

i(a) updates the matrices R(a)
i and W(a)

i . Then, it feeds back

the updated R(a)
i and W(a)

i to the transmitters via wireless
broadcast [49].

Note that in a centralized scheme, a centralized scheduler
first collects all MIMO channels of all links by employing
multihop routing to receive the CSI feedback from the nodes
located far from the centralized scheduler, and then calibrates,
computes and distributes the optimum filtering matrices of all
links. The complexity of the centralized algorithm increases
substantially as the number of links increases and it comes at
the cost of signaling overhead. On the contrary, the proposed
distributed scheme requires each link to collect only local CSI,
and thus possesses improved scalability and less complexity.

Assuming the same number of transmit antennas, receive
antennas, and data streams at each node, i.e., Ni = N, Mi = M,
and di = d, the required feedback information to compute the

transmit filtering matrix V(b)
i at the node i(b) is computed as

follows. The centralized scheme requires the CSI of all links,
which has a matrix size of 4MNK2, and it requires transmit

filtering coefficients, V(a)
j , of all nodes, except node i(b), which

has a matrix size of Nd(2K − 1), giving a total of 4MNK2 +
Nd(2K−1)Iiter feedback requirement, where Iiter is the average
number of iterations for convergence. In our simulations, Iiter is
usually around 10. On the other hand, the proposed method for
the individual power constrained problem requires only local
CSI, which has a matrix dimension of 2MNK, and requires

coefficients of R(a)
j and W(a)

j from all nodes, which has a matrix

dimension of 2K(Md + d2), resulting in a total of 2MNK +
2K(Md + d2)Iiter feedback requirement.2 As the number of
pairs, K, increases, the feedback requirement for the centralized
and proposed algorithm increases quadratically and linearly,
respectively. Therefore, the proposed method has less feedback
requirement for large networks.

IV. EXTENSION TO FULL-DUPLEX CELLULAR SYSTEMS

In this section, we show that the algorithm proposed for
the FD MIMO interference channel also holds for FD cellular
systems, in which a FD BS communicates with HD mode UL
and DL users, simultaneously as seen in Fig. 2.3 The BS serves
K UL users and J DL users simultaneously. The BS is equipped
with M0 and N0 transmit and receive antennas, respectively. The
number of antennas of the k-th UL user and the j-th DL user
are denoted by Mk and Nj, respectively. The number of data
streams transmitted from the k-th UL user (to the j-th DL user)
is denoted by dUL

k (dDL
j ).

HUL
k ∈ C

N0×Mk and HDL
j ∈ C

Nj×M0 represent the k-th UL
channel and the j-th DL channel, respectively. H0 ∈ C

N0×M0

is the self-interference channel from the transmitter antennas of
BS to the receiver antennas of BS. HDU

jk ∈ C
Nj×Mk denotes the

CCI channel from the k-th UL user to the j-th DL user.

2Note that in sum-power constrained problem, the total feedback requirement
is 2MNK + (2K(Md + d2) + 1)Iiter , since it also requires the feedback of

∑K
i=1 ∑2

b=1 tr{V̄(b)
i (V̄(b)

i )
H
}.

3In this section, we will use the same notations as in [26].
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Fig. 2. Full-duplex multi-user MIMO system model.

The vector of source symbols transmitted by the k-th UL
user is denoted as sUL

k = [sUL
k,1 , . . . ,s

UL
k,dUL

k
]
T . It is assumed that

the symbols are i.i.d. with unit power, i.e., E[sUL
k (sUL

k )
H
] =

IdUL
k

. Similarly, the transmit symbols for the j-th DL user

is denoted by sDL
j = [sDL

j,1 , . . . ,s
DL
j,dDL

j
]
T , with E[sDL

j (sDL
j )

H
] =

IdDL
j

. Denoting the precoders for the data streams of k-th UL

and j-th DL user as VUL
k = [vUL

k,1 , . . . ,v
UL
k,dUL

k
] ∈ C

Mk×dUL
k , and

VDL
j = [vDL

j,1 , . . . ,v
DL
j,dDL

j
]∈C

M0×dDL
j , respectively, the transmitted

signal of the k-th UL user and that of the BS can be written,
respectively, as

xUL
k =VUL

k sUL
k , (38)

x0 =
J

∑
j=1

VDL
j sDL

j . (39)

We consider a FD multi-user MIMO system that suffers from
self-interference and CCI. The signal received by the BS and
that received by the j-th DL user can be written, respectively, as

y0 =
K

∑
k=1

HUL
k

(
xUL

k + cUL
k

)
+H0 (x0 + c0)

+ e0 +n0, (40)

yDL
j =HDL

j (x0 + c0)+
K

∑
k=1

HDU
jk

(
xUL

k + cUL
k

)
+ eDL

j +nDL
j , (41)

where n0 ∈ C
N0 and nDL

j ∈ C
Nj denote the AWGN vector

with zero mean and unit covariance matrix at the the BS and
the j-th DL user, respectively. In (40) and (41), cUL

k (c0) is
the transmitter distortion at the k-th UL user (BS), which is
modeled as in (5), (6), and eDL

j (e0) is the receiver distortion
at the j-th DL user (BS), which is modeled as in (7), (8).

From (40), (41), the aggregate interference-plus-noise terms
at the k-th UL and the j-th DL user are written, respectively as

mUL
k =

K

∑
j=1, j �=k

HUL
j xUL

j +
K

∑
j=1

HUL
j cUL

j +H0 (x0 + c0)

+ e0 +n0,k = 1, . . . ,K,

mDL
j =HDL

j

J

∑
k=1,k �= j

VDL
k sDL

k +
K

∑
k=1

HDU
jk

(
xUL

k + cUL
k

)
+HDL

j c0 + eDL
j +nDL

j , j = 1, . . . ,J.

Similar to [27], the covariance matrix of mUL
k , i.e., ΣUL

k can
be approximated, under β � 1 and κ � 1, as in (42). (See
equation at the bottom of the page) The covariance matrix of
mDL

j , i.e., ΣDL
j can be defined similarly, i.e., by replacing HUL

j ,
VUL

j , and H0 in (11) with HDL
j , VDL

k , and HDU
jk , respectively.

The received signals are processed by linear decoders,
denoted as UUL

k = [uUL
k,1 , . . . ,u

UL
k,dUL

k
] ∈ C

N0×dUL
k , and UDL

j =

[uDL
j,1 , . . . ,u

DL
j,dDL

j
] ∈ C

Nj×dDL
j by the BS and the j-th DL user,

ΣUL
k =

K

∑
j �=k

HUL
j VUL

j

(
VUL

j

)H (
HUL

j

)H
+κ

K

∑
j=1

HUL
j diag

(
VUL

j

(
VUL

j

)H
)(

HUL
j

)H

+
J

∑
j=1

H0

(
VDL

j

(
VDL

j

)H
+κdiag

(
VDL

j

(
VDL

j

)H
))

HH
0 +β

K

∑
j=1

diag
(

HUL
j VUL

j

(
VUL

j

)H (
HUL

j

)H
)

+β
J

∑
j=1

diag
(

H0VDL
j

(
VDL

j

)H
HH

0

)
+ IN0 . (42)
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respectively. Therefore, the estimate of data streams of the
k-th UL user at the BS is given as ŝUL

k = (UUL
k )

Hy0, and
similarly, the estimate of the date stream of the j-th DL user
is ŝDL

j = (UDL
j )

HyDL
j . Using these estimates, the signal-to-

interference-plus-noise ratio (SINR) values of the m-th stream
associated with k-th UL and j-th DL user can be, respectively,
written as

γUL
k,m =

∣∣∣∣(uUL
k,m

)H
HUL

k vUL
k,m

∣∣∣∣
2

(
uUL

k,m

)H
ΣUL

k uUL
k,m +

dUL
k

∑
n �=m

∣∣∣∣(uUL
k,m

)H
HUL

k vUL
k,n

∣∣∣∣
2
,

γDL
j,m =

∣∣∣∣(uDL
j,m

)H
HDL

j vDL
j,m

∣∣∣∣
2

(
uDL

j,m

)H
ΣDL

j uDL
j,m +

dDL
j

∑
n �=m

∣∣∣(uDL
j,m

)H
HDL

j vDL
j,n

∣∣∣2
.

A. Joint Beamforming Design

The optimization problem can be formulated as:

max
vUL
k,m ,uUL

k,m
vDL

j,m,uDL
j,m

K

∑
k=1

µUL
k

dUL
k

∑
m=1

log2

(
1+ γUL

k,m

)

+
J

∑
j=1

µDL
j

dDL
j

∑
m=1

log2

(
1+ γDL

j,m

)
(43)

s.t.
dUL

k

∑
m=1

(
vUL

k,m

)H
vUL

k,m ≤ Pk,k ∈ SUL,

(44)

J

∑
j=1

dDL
j

∑
m=1

(
vDL

j,m

)H
vDL

j,m ≤ P0, (45)

where Pk in (44) is the transmit power constraint at the k-th
UL user, P0 in (45) is the total power constraint at the BS, and
µUL

k (µDL
j ) is the weight at the kth ( jth) UL (DL) user. We use

SUL and SDL to represent the set of K UL and J DL channels,
respectively.

Using Theorem 1 in [62], the optimization problem (43)–(45)
can be expressed in terms of only linear precoders as

max
V

K

∑
k=1

µUL
k log2

∣∣∣IN0 +AUL
k

(
AUL

k

)H (
ΣUL

k

)−1
∣∣∣

+
J

∑
j=1

µDL
j log2

∣∣∣INj +ADL
j

(
ADL

j

)H (
ΣDL

j

)−1
∣∣∣

(46)

s.t. tr
{

VUL
k

(
VUL

k

)H
}
≤ Pk,k ∈ SUL, (47)

J

∑
j=1

tr
{

VDL
j

(
VDL

j

)H
}
≤ P0, (48)

Fig. 3. Convergence behaviour of the proposed algorithm. Here K = 3, N = 2,
SNR = 20 dB, INR = 10 dB, INRSI = 40 dB, µ = 1, κ = β =−40 dB.

where AUL
k = HUL

k VUL
k , and ADL

j = HDL
j VDL

j , and V denotes
a matrix obtained by stacking the precoding matrices of all UL
and DL users. The optimization problem (46)–(48) has the same
formulation as (13)–(15), and thus we can apply the individual-
power constrained transceiver design proposed in Section III-B
for uplink users, i ∈ SUL, and apply the sum-power constrained
transceiver design proposed in Section III-A for downlink users,
i ∈ SDL.

V. NUMERICAL RESULTS

In this section, we numerically investigate the WSR opti-
mization problem for FD MIMO interference channel as a func-
tion of signal-to-noise ratio (SNR) and nominal interference
to noise ratio (INR). For brevity, we set the same number of
transmit and receive antennas at each node, i.e., Mi = Ni =
N, i = 1, . . . ,K.4 The transmit power constraint for each node

in the system, i.e., P(b)
i = N, ∀(i,b), and PT = 2KN. We also

assumed the same weights, i.e., µ(a)i = µ, ∀(i,a).
We define SNR of the nodes in the i-th pair as SNRi = SNR

Δ
=

ρiN, i = 1, . . . ,K, and the nominal INR from the nodes in the

j-th pair to the nodes in the i-th pair as INRi j = INR
Δ
=

ηi jN, i, j = 1, . . . ,K, i �= j. The INR of the self-interference
channel at the nodes in the i-th pair INRii is denoted as INRSI.
We choose right singular matrices initialization, and average the
results over 100 independent channel realizations.

Fig. 3 illustrates the convergence behavior of the proposed
algorithm. It shows that both individual and sum-power con-
strained problems converge in few steps, and they do so
monotonically.

Fig. 4 compares the achievable sum-rate for individual power
constrained problem (13), (14) and sum-power constraint prob-
lem (13), (15) under different number of antennas. As it is seen
in Fig. 4, at low SNR, sum-power constraint problem achieves
higher sum-rate than the individual-power constraint problem,

4Note that although the nodes in ith link have Ni + Mi antennas in total,
similar to [26], [27], we assume that only Ni(Mi) antennas can be used for
transmission (reception) in HD mode. The reason is that in practical systems
RF front-ends are scarce resources, since they are much more expensive than
antennas. Therefore we assume that the nodes in the ith link only has Ni
transmission front-ends and Mi receiving front-ends, and do not carry out
antenna partitioning.
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Fig. 4. Sum-rate comparison of the individual and sum-power constraint
problems versus SNR. Here K = 3, INR = 5 dB, INRSI = 20 dB, µ = 1,
κ = β =−40 dB.

because the sum-power constraint problem is more relaxed than
individual power constraint, and thus can allocate more power
to the node that contributes more to achieve higher sum-rate,
but both solutions converge at high SNR.

We now compare our proposed system, in which all the
pairs operate in FD mode, and transmit at the same time
(in particular, we have both self-interference, and inter-user
interference) with the following baseline systems:

• FD-TDMA: All the pairs in the system operate in FD
mode, but transmit on different time slots, like TDMA.
Therefore, we have only self-interference, and do not have
inter-user interference between different pairs. Particu-
larly, in the first time slot, only the first pair transmits and
receives in FD mode. In the second time slot, only the
second pair transmits and receives in FD mode, and in the
Kth time slot, only the Kth pair transmits and receives in
FD mode. In this case, the sum-rate should be divided by
the number of time slots (or pairs), in our case K.

• HD: All the pairs in the system operate in HD mode, but
transmit at the same time. Particularly, in the first time slot,
all the nodes on the left hand side in Fig. 1 transmit to their
pairs on the right. And in the second time slot the nodes on
the right hand side in Fig. 1 transmit to their pairs on the
left. So in this case, we do not have self-interference, but
we have inter-user interference, and sum-rate should be
divided by 2 because of the HD scheme.

• HD-TDMA: All the nodes transmit sequentially, so we
need 2K time slots. Therefore, we have neither self-
interference nor inter-user interference.

The comparison of FD scheme with the baseline schemes are
shown for in Fig. 5 and Fig. 6 for sum-power and individual
power constraint problems, respectively. It is seen that un-
der moderate interference levels, FD and HD-TDMA systems
achieve the higher and lowest sum-rate, respectively, and FD-
TDMA and HD schemes give similar performances. Since
individual power and sum-power constrained problems have
similar performance, from now on we will consider individual
power constrained problem in our figures.

The effect of the self-interference, INRSI on the proposed
and baseline schemes is examined in Fig. 7. It is seen in Fig. 7
that when INR = 10 dB, the performance of FD system drops
below that of HD and HD-TDMA schemes around INRSI =

Fig. 5. Sum-rate comparison of the sum power constraint problem for differ-
ent schemes versus SNR. Here K = 3, N = 2, INR = 5 dB, INRSI = 20 dB,
µ = 1, κ = β =−40 dB.

Fig. 6. Sum-rate comparison of the individual power constraint problem for
different schemes versus SNR. Here K = 3, N = 2, INR= 5 dB, INRSI = 20 dB,
µ = 1, κ = β =−40 dB.

Fig. 7. Sum-rate comparison of different schemes versus INRSI. Here K = 3,
N = 2, SNR = 20 dB, INR = 10 dB, µ = 1, κ = β =−40 dB.

50 dB and INRSI = 65 dB, respectively. Moreover, the perfor-
mance of FD-TDMA system drops below that of HD and HD-
TDMA schemes around INRSI = 35 dB and INRSI = 50 dB,
respectively.

In Fig. 8, the performance of FD and HD-TDMA (the best
and worst schemes under moderate interference levels, see
Fig. 6) are compared with respect to INR for various INRSI

values to detect the self-interference and inter-user interference
level that results in lower achievable rate for FD system than
HD-TDMA system. It is seen that the performance gap between
INRSI = 0 dB and INRSI = 20 dB is indistinguishable, and



CIRIK et al.: WEIGHTED SUM-RATE MAXIMIZATION FOR FULL-DUPLEX MIMO INTERFERENCE CHANNELS 811

Fig. 8. Sum-rate comparison of different schemes versus INR. Here K = 3,
N = 2, SNR = 20 dB, µ = 1, κ = β =−40 dB.

Fig. 9. Sum-rate of the proposed FD algorithm with different channel esti-
mation errors versus INRSI. Here N = 2, K = 1, SNR = 20 dB, µ = 0.25,
κ = β =−40 dB.

around INRSI = 65 dB, HD-TDMA scheme starts outperform-
ing FD scheme for all INR levels.

In Fig. 9, we investigate the role of channel estimation errors
on the sum-rate of the individual power constrained problem.
We adopt the channel model used in [11], [12], [28], [55],
where the estimation error is modeled as ΔH = H−H̃, where H̃
and ΔH are uncorrelated, and the entries of ΔH are zero mean
circularly symmetric complex Gaussian with variance σ2. It
can be seen that as the channel estimation error, σ2, increases,
the sum-rate decreases, and the gap between sum-rate curves
diminishes.

In our last example, we compare our proposed algorithm with
the GB algorithm [60]. The simulation results in Fig. 10 confirm
that the proposed algorithm provides the sum rate performance
close to the GB algorithm, but as it is mentioned before GB
algorithm requires global CSI, while our algorithm requires
only the local CSI.

VI. CONCLUSION

In this work, we have addressed the transmit and receive filter
design for WSR maximization problem in FD bi-directional
MIMO interference channel and in FD cellular systems that
suffer from self-interference and interference from other links
under the limited DR at the transmitters and receivers. Both
sum-power and individual power constraints were considered.
Since the globally optimal solution is difficult to obtain due to

Fig. 10. Sum-rate comparison of the proposed and GB algorithms with
different antenna numbers N values versus SNR. Here K = 3, INR = 5 dB,
INRSI = 20 dB, µ = 1, κ = β =−40 dB.

the non-convex nature of the problems, an alternating iterative
algorithm to find a local WSR optimum was proposed based
on the relationship between WSR and WMMSE problems.
It is shown in simulations that the sum-rate achieved by FD
mode is higher than the sum-rate achieved by baseline HD
schemes at moderate interference levels, but its performance is
outperformed by baseline schemes at high interference levels.

APPENDIX A
THE RELATIONSHIP BETWEEN WSR

AND WMMSE PROBLEMS

To investigate stationary points of the optimization prob-
lems, the Lagrangian functions of the optimization problems

(13)–(15) and (21)–(23) under the fixed weight matrix W(a)
i can

be written, respectively, as

L1 = −
K

∑
i=1

2
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a=1

µ(a)i I(a)i
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(49)
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λ(b)
i

(
tr

{
V(b)

i

(
V(b)

i

)H
}
−P(b)

i

)
,

(50)

where Q selects the desired power constraint (Q= 1 for the sum
power constraint and Q= 0 for the individual power constraint),

λ and λ(b)
i denote the Lagrange multipliers for the sum power

constraint and individual power constraint at the node i(b),



812 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 63, NO. 3, MARCH 2015

respectively. The gradients of both Lagrangian functions (49)

and (50) with respect to V(b)
i can be written, respectively, as

∂L1

∂V(b)∗
i

= − 1
ln2

⎛
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where we have used the matrix derivative formulas ∂ ln |X| =
tr{X−1∂X} and ∂X−1 =−X−1∂XX−1.

Comparing (51) and (52), it is easy to see that given transmit

filters V(b)
i and MMSE-matrices E(a)

i , the gradient of WSR
and the gradient of WMMSE problems are equal if the MSE-

weights W(a)
i are chosen as:

W(a)
i =

µ(a)i

ln2

(
E(a)

i

)−1
. (53)

APPENDIX B
THE COMPUTATION OF THE OPTIMUM TRANSMIT FILTER

FOR THE SUM-POWER CONSTRAINED

TRANSCEIVER DESIGN

The Lagrangian function of the optimization problem (25),
(26) can be expressed as

L=
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where Σ̄(a)
i is defined at the bottom of the following page.

Taking the partial derivative of (54) with respect to the matrix

V̄(b)
i , we obtain
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Using (55), (see equation at the bottom of the page) we can
write
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where A(c)
j = (R(c)

j )
H

W(c)
j R(c)

j . By plugging (57)–(59) into (56)

and making it equal to zero, we can obtain the optimal V̄(b)
i as
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where X(b)
i is defined in (30).

Taking the derivative of the Lagrange function (54) with
respect to α, we obtain
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The complementary slackness condition of (25), (26) is:
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Plugging (61) into (62), we obtain
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Substituting (63) into (60), we get the desired result (29).
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